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Research Institute for Basic 
Sciences, TUBITAK, 

Geoze, Kocaeli, Turkey 

Optimization of Thermal 
Conductivities of Isotropic and 
Orthotropic Solids 
Optimization of thermal conductivities of isotropic and orthotropic solids is treated 
as a steady-state optimal control problem. Nonlinear necessary optimum conditions 
are first derived for the so-called material optimization problem, and a general 
numerical method of solution is then proposed. The iterative numerical procedure 
solves the linearized state and co-state equations by the finite element method and 
minimizes the performance index by the conjugate gradient method. Numerical 
solutions, checked with exact results when possible, are given for an isotropic in­
finite plate and a cylinder. 

1.0 Introduction 

Much literature is available on control systems described by 
linear differential equations. However, if the control (or 
design) characteristics to be selected appear in the coefficients 
of the otherwise linear differential equations the system 
equations become nonlinear when taken as equations in­
volving both state and control variables. One field in which 
such nonlinearities are encountered is material optimization. 

In a steady-state optimization or open-loop control 
problem, control variables may represent various types of 
physical quantities and then lead to different optimization 
problems. Generally speaking, we may be interested in (a) 
shape, (b) load, or (c) material optimization. 

For a shape optimization problem in heat transfer, op­
timization of circular fins with heat generation for minimum 
weight was achieved by Razani and Ahmadi [1], Recently, the 
present author has investigated various load optimization 
problems in heat transfer and thermoelasticity, where the 
control loads specifically represented heat fluxes or sources, 
and surface tractions [2-8]. As for a material optimization 
problem, Luric [9] investigated the problem of distributed 
control over the conductivity of the working fluid in 
magnetohydrodynamic channel flow and estimated the ad­
vantages in power generation gained from it. 

In this paper, optimization of thermal conductivities of 
isotropic and orthotropic solids is investigated as a material 
optimization problem. The present analysis is one of the few 
studies on optimization of material properties which appear 
as coefficients of the state variables in heat transfer. The 
problem formulation and its overall solution procedure is, 
however, applicable to a wide variety of problems. Another 
material optimization problem which can be solved in a 
similar fashion would be that of optimizing heat transfer 
coefficients and/or insulation material thicknesses for a 
convection type of boundary condition. In that case, it is 
noted that control variables would appear as coefficients of 
the state variables, not in the heat conduction equation, but in 
the boundary condition only. 

In the present investigation, the necessary conditions of 
optimality are first derived for an isotropic body by using 
calculus of variations and a Lagrange multiplier function. A 
numerical method of solution is then proposed in which the 
finite element and conjugate gradient methods are utilized for 
a mathematical programming approach. Numerical results 
are given for two one-dimensional problems involving an 
infinite plate and an infinite cylinder, both of which are 
composed of uniform material layers. 

in D : V-(A:V7) + Q = 0 

on S, : T=T 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER, Manuscript received by the Heat Transfer Division May 3, 
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The orthotropic material ease is treated in the Appendix, 
where only the problem formulation and necessary optimum 
conditions are provided for brevity. 

2.0 Problem Formulation 

Consider an isotropic solid body of arbitrary geometry with 
nonhomogeneous thermal conductivity k in three dimensions. 
A similar problem formulation with orthotropic thermal 
conductivity is treated in the Appendix. The steady-state heat 
conduction in the body is governed by the following equations 

(1) 

(2) 

on S2 : kT' +q + a(T-Ta>) = 0 (3) 

where D denotes the physical domain of interest with the 
boundary S = St + S2; Tis the temperature; Q and q are the 
heat source and boundary heat flux, respectively; T is the 
prescribed temperature; a denotes the heat transfer coef­
ficient; T„ is the ambient temperature and T' represents the 
gradient of r normal to the surface. 

All the quantities in equations (1-3) are assumed to be 
known except for the distribution of k which is not given a 
priori in the problem. The thermal conductivity k will play the 
role of control function in an optimization problem, con­
trolling the system state (i.e., the temperature in the body) 
such that some physical objectives are achieved. In practice, 
this type of optimization of thermal conductivities might be 
needed for designing composite structures of various material 
layers. Insulation designs of heat systems, such as heating 
pipes, might also require optimization of thermal con­
ductivities or other physical quantities (such as insulation 
thicknesses) leading to similar optimization problems. 

The aim of the present optimization problem is to find the 
optimal k in the nonhomogeneous body, satisfying the 
condition that k and r distributions will be as close as possible 
to (desired) k0 and T0, respectively. By working in the space 
of square-integrable functions (and thus excluding point 
functions), the so-called performance index J of the op­
timization problem can thus be defined as follows 

J[k,T} = y \ p {{T-T^ + m-k^dD (4) 

where fi is a given weighting parameter. There are actually two 
physical goals inherent in the problem. These are simply 
stated as {a) T - T0, and (b) k-ka. The weighting parameter /3 
simply weighs these objectives in a linear combination. In 
other words, increased values of P decrease the achievement 
of the first objective, while increasing the achievement of the 
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second objective. We also set the value of /3 according to our 
needs and resources (i.e., availability of high or low con­
ductivity materials). 

The static optimization problem of optimal thermal 
conductivity may formally be described as a steady-state 
optimal control problem governed by an elliptic partial 
differential equation [10]. By adopting control problem 
terminology it can be stated as follows: 

Find the optimal control function k such that the per­
formance index J[k, 7] is minimized under the state equation 
constraint (1) and the boundary constraints (2-3). 

By noting the fact that each term of J[k, 7] is defined in D, 
the control problem is classified as a domain control-domain 
observation problem. The unknowns are the control function 
k and the corresponding state function T. It may also be noted 
that the state equation (1) is a nonlinear (bilinear) equation 
when taken in terms of the control and state functions. Hence, 
a nonlinear optimization problem is at hand. 

3.0 Necessary Optimum Conditions 

The present optimization problem has been stated as a 
control problem under the system equation constraint (1). It is 
possible, however, to adjoin this constraint with J[k, 7] by 
means of a Lagrange multiplier function X, obtaining a 
modified (or augmented) performance index /*, i.e., 

J*[k,T,\]=J[k,n + \Dnv>(kVT) + Q]dD (5) 

The necessary condition for J* to be stationary is that its first 
variation should be equal to zero for permissible values of 5k, 
8T, and 5A, hence 

8J*[k,T,\]=0 (6) 

By substituting equation (4) into (5) and then taking the first 
variation, 8J* may be written as [11] 

57* = j [(T- T0)8T+ 0(Ar-k0)8k+ 5X[V>(kVT) + Q] 

+ \[V^8kvT+kv8T)]}dD (7) 

The Green's generalized first and second identities may be 
given in terms of three scalar functions u, v, and ve as follows 

1 [wVw W + uV •{wW)]dD= 1 wuv'dS (8) 

and 

1 [uV'{wVv)-W'{wVu)]dD=\ w(uv' -vu')dS (9) 

The last two integral terms in equation (7) may then be ex­
panded by using equations (8) and (9), respectively, as 

f \V-{8kvT)dD = - \ 8kV\-VTdD+\ SkXT'dS (10) 

and 

f \V>(kv8T)dD = [ 8Tv-(kV\)dD 
J D J D 

I k(\8T'-\'8T)dS (11) 

Introducing equations (10) and (11) into (7) and rearranging 
terms, 5/* may be written as the summation of the domain 
integral part, 8J*D, and the boundary integral part, 8J*S, as 

8J*=8J*D + 8J*S (12) 

where 

8J *D=[ {[v(kvT) + Q]8\+[V-(kV\) + T-T0]8T 

+ W(k-k0)-V\>VT\8k]dD (13) 

and 

8J*S=[ [\8(kT')-k\'8T\dS (14) 

The first variational forms of the boundary conditions (2) 
and (3) are simply given as 

on S, : 8T=0 (15) 

on S2 : 8(kT') + ct8T=0 (16) 

It is now possible to introduce the above equations into &/J, 
where, for convenience, the boundary integral on S is first 
decomposed into two boundary integrals defined on S, and 
S2. Thus, it may easily be shown that 8J$ takes the following 
form: 

8J*S = ( \8(kT')dS +\ (k\'+ a\)8TdS (17) 
J 5j J S2 

Combining equations (6), (12), (13), and (17) finally gives 
the unconstrained variational form of the performance index 
as 

8J* = \D f[V«(A:V7) + g]5X+[V.(/fVX) + 7 , - r 0 ] 6 r 

+ [/?(*- k0) - VX- V T]8T]dD 

+ \ \8(kT')dS+\ (k\' +a\)8TdS = 0 (18) 
Jst Js2 

It may be noted that all the system state and boundary con­
straints have been incorporated into 8J*. The variations 8k, 
8T, and <5X are now independent of each other, thus their 
coefficients may be set equal to zero separately in order to 

N o m e n c l a t u r e 

[B] = gradient matrix 
D = physical domain 
/ = performance index 

J* = modified performance 
index 

k = isotropic thermal con­
ductivity 

k\, k2 = orthotropic thermal con­
ductivities 

(./V) = shape function vector 
n = number of layers or finite 

elements 
nx,ny = direction cosines 

Q = distributed heat source 
q = boundary heat flux 
S = domain boundary 

S\,S2 = parts of S 
T = temperature 
t = prescribed temperature 

T„ = ambient temperature 
( T] = nodal temperature vector 

u,v,w = dummy scalar functions 
x, y = Cartesian coordinates 

a = heat transfer coefficient 
i3, ft, /32 = weighting parameters 

8 = variational operator 

V = gradient vector 
X = Lagrange multiplier 

function 
(Xj = nodal values of X 

Subscripts 
S = that of boundary S 

D = that of domain D 
0 = desired level 

Superscripts 
e = finite element e 
T = transpose 

(•) ' = normal gradient of (•) 
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satisfy equation (6) [11]. This yields the stationary conditions 
of /* (i.e., the Euler-Lagrange equations of calculus of 
variations), which may be written along with the essential 
boundary conditions (2-3) as follows 

The /"-problem: 

in D : V ( * V 7 ) + Q = 0 (19) 

on S, : T=T (20) 

on S2 : kT' +q + a(T-Ta) = Q (21) 

The X-problem: 

in D : V'(kV\) + T-T0 = 0 (22) 

on S, : X = 0 (23) 

on S2 : k\' +a\ = 0 (24) 

The gradient condition: 

in D : P(k-k0)- VX« V 7 = 0 (25) 

It may be noted that equations (19-25) have artificially been 
divided into groups headed by "the T-problem," etc. 
Although these equations are a complete set and form the 
necessary conditions for optimum performance index J 
subject to equations (1-3), their superficial grouping will help 
in explaining an iterative method of solution which will be 
adopted in the next section. 

The necessary optimum conditions constitute a nonlinear 
boundary value problem (BVP) in mathematical physics in 
terms of the unknown functions k, T, and X. Similar optimum 
conditions are given for an orthotropic solid body in the 
Appendix. Since the equations are nonlinear a solution 
method will unavoidably be iterative. 

4.0 Method of Solution 

The present iterative solution procedure can be simply 
explained as follows: By taking an initial guess for the control 
function k, the T and X problems, each of which describes a 
linear BVP in terms of the current k, can be solved con­
secutively by an appropriate method (e.g., the finite element 
method). Updating the control can then be achieved via 
optimization techniques by minimizing the modified per­
formance index J* using the available information about its 
gradient with respect to k. The iterative procedure continues 
until a given tolerance is reached in the convergence of suc­
cessive solutions of k. 

In the next subsections, the space discretization and 
minimization techniques used in the overall iterative 
procedure are outlined. 

4.1 Finite Element Method. Since the system state T, co-
state X, and control k variables are space dependent, the T-
and X-problems have to be discretized in space by using 
discretization techniques, such as the finite element method 
(FEM) for a numerical solution at each iteration step. The 
FEM is a well-known method for solving elliptic problems 
such as the steady-state heat conduction problem [12, 13]. In 
this method, numerical solutions are found at discrete nodal 
points in the domain and on the boundary by first assuming 
interpolations of functions within each subdomain (or finite 
element). 

In the present material optimization problem the FEM is 
chosen since the nonhomogeneous thermal conductivity is 
most easily handled by this method, while another technique 
such as the boundary element method (BEM) may prove itself 
more efficient for load optimization problems [5-7]. 

The FEM solutions of the T and X problems require C° 
continuous elements, i.e., element interpolation functions 
must be such that T and X become continuous between the 
elements [13]. On the other hand, the distribution of k may be 
piecewise uniform over the elements, i.e., a different constant 
in each element. 

If piecewise uniform conductivities are adopted over the 
finite elements, incomplete element "conductivity matrices" 
[13] may first be stored for the T and X problems. Complete 
element conductivity matrices can then be obtained by simply 
multiplying each incomplete matrix with the current value of 
the element conductivity, thus saving computer execution 
times. 

Through the space discretizations of the variables the 
optimal control problem has been transformed into a so-
called "reduced order optimization" problem. Thus, the 
problem can be treated as a mathematical programming (i.e., 
finite dimensional optimization) problem in which the func­
tion to be minimized is given by the discretized J*. 

4.2 Conjugate Gradient Method. Starting with an initial 
guess for the uniform conductivity over each finite element, 
the corresponding nodal values of T and X are thus found by 
using the FEM. In each iteration step, the improvement of 
control values can then be achieved by the minimization of the 
modified performance index /* using either the discretized J* 
only (i.e., a zeroth-order method) or its gradient with respect 
to the discrete controls (thermal conductivities) as well (i.e., a 
first-order method). Since the gradient condition (25) already 
provides us with the required information, a first-order 
method, which is much more efficient in finding a local 
minimum of a function of several variables, can be effectively 
utilized. 

It is noted that in an iteration step, the modified per­
formance index J* is simply given by equation (4) (compare 
with equation (5)) since the heat conduction equation (19) has 
already been satisfied by the FEM. Thus, for each finite 
element with a uniform k, it may be shown that 

J*e=\\De IUN)T{TV -T0]
2 + P(ke -k0)

2}dD (26) 

where [N] is the usual "shape function vector" of the FEM 
[13]; the nodal temperature values are stored in the vector 
( T]e, and the superscripts e and T denote the element number 
and transpose of a matrix, respectively. 

In each element, the gradient of J*c with respect to k" (the 
required information for a first-order minimization 
algorithm) is provided by the following expression using the 
gradient condition (25) in integral form: 

^jjT = J ^ I «* e ~*o)" I T)e''[B] '[B]IM'ldD (27) 

where [B] is the "gradient matrix" of the FEM. In the above 
equation the second term on the RHS represents the scalar 
product of the gradients of X and Tin an element. 

The function ./* can now be minimized with respect to the 
discrete element conductivities by using any first-order un­
constrained optimization technique. The conjugate gradient 
method (CGM) of Fletcher and Reeves [14] is adopted in the 
present study since the computer storage requirement for the 
method is relatively low [15]. A computer program in 
FORTRAN is also available for the CGM in the literature 
[16]. 

The CGM provides "better" element conductivities at each 
iteration level of the numerical method. It is noted that 
conductivities are updated automatically through the 
algorithm [15, 16]. 

The outlined general iterative procedure, which at each 
iteration step involves the solution of two potential problems 
by the FEM and updating element conductivities by the CGM, 
is continued until a specified lolerancc is reached in the 
convergence of conductivities. 

5.0 Numerical Results and Discussion 

Numerical results have been obtained for ar. isotropic 
infinite plate and iiil'iniie cylinder, which are composed of 
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uniform material layers. Although these simple geometries 
are essentially one-dimensional, two-dimensional isotropic 
quadratic quadrilateral elements with eight nodes have been 
utilized for the FEM solution of both the T- and X-problems 
(see Fig. 1). 

Some of the parameters of the optimization problem were 
fixed as follows: f = T0 = k0 = 1, Q = 0.1 and q = T„ = 
0. The number of finite elements n, hence the' number of 
uniform thermal conductivity layers, was varied, as well as 
the heat transfer coefficient a and the weighting parameter (i. 
The temperature boundary conditions are indicated in Fig. 1. 

During the iterative solution procedure several initial 
guesses were tried to make sure of a global minimum. 
Computations were performed on a VAX-11/780 computer 
system. The numerical procedure has typically taken ten 
iterations for convergence. 

It was possible to obtain an exact solution for the infinite 
plate with a single material layer. In Table 1, numerical results 
are shown to be in excellent agreement with the exact results 
when a = 0.5. The weighting parameter /3 plays an important 
role in the problem. It can be said that taking a smaller value 
for (3 would result in the temperature T getting closer to the 
desired level T0 (albeit with high-conductivity values). 
Nevertheless, if high-conductivity materials are not available 
one might not choose a very small value for (3. On the other 
extreme, by taking a very large value for /3 we would indicate 
our desire of using k close to k0, sacrificing in T—T0. Thus, 
the value of /3 is chosen by us according to the relative im­
portance we give to the attainment of T— T0 versus k-~kQ. 

The weighting parameter /3 is set as 10 ~6 for all the 
remaining numerical results. In Table 2, the average optimal 

. ] k1 k2 

t 
T'- 0 

k3 

T'- 0 

k" k5 

(a) 

kT'+ot-0 

thermal conductivity, averaged over the finite elements, is 
given when the infinite plate was composed of different 
number of layers, i.e., for various n. Increasing n, one would 
have more degrees of freedom (and ability) to achieve desired 
distributions of temperature throughout the solid body. 

For the remaining two figures n was set as 10. In Fig. 2, 
optimal thermal conductivity k which is piecewise constant in 
each finite element (or layer) is shown as a function of x with 
solid constant line segments when a, the heat transfer 
coefficient, takes on various numerical values for the infinite 
plate. Smoothed-out thermal conductivities are also depicted 
by the dashed lines in the figure. As the type of boundary 
condition (21) changes its character (with q = 0) as a becomes 
zero or infinitely large, the value of this parameter greatly 
affects the optimum thermal conductivity values. It may be 
seen from the figure that (with Tand T0 each set equal to 1) 
larger values of a necessitate higher optimal conductivities to 
be able to conduct heat from the prescribed temperature 
boundary at x = 0 to the convective boundary at x = 1 with 
T„ = 0 . 

The last figure, Fig. 3, shows the optimal thermal con-

0.75 1.0 

Fig. 2 Optimal thermal conductivities for infinite plate 

(b) 

Fig. 1 Problem geometry, finite elements, and temperature boundary 
conditions for (a) infinite plate and (b) infinite cylinder 

Table 1 
withn = 

(3 

10"6 

i o - 3 

10 ° 
10 3 

Exact and numerical optimal k fi 
1 and a = 0.5 

Exact 

15.773037 
2.7800291 
1.0174046 
1.0000180 

)r the infinite plate 

Numerical 

15.773382 
2.7800304 
1.0174046 
1.0000180 

Table 2 Optimal thermal conductivities for the infinite plate 

Number of 
layers 

n 

1 
2 
5 

10 

a = 0 

6.3099 
5.8207 
5.5889 
5.5246 

Heat transfer coefficient 

a = 0.5 

15.7733 
15.5362 
15.3077 
15.2260 

Q f = 1 . 0 

22.7719 
22.3549 
21.9912 
21.8462 
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Fig. 3 Optimal thermal conductivities for infinite cylinder 

ductivity k as a function of the radial distance r for the infinite 
cylinder. Similar trends, but with larger magnitudes for k, 
have been observed for the cylinder as in the case of the plate. 

6.0 Conclusions 
In the present analysis, optimization of thermal con­

ductivities of solids has been investigated as a material op­
timization problem. The necessary optimum conditions, 
which are described by nonlinear PDE's, are derived for both 
isotropic and orthotropic solids, although numerical results 
are provided only for the isotropic case. 

The proposed iterative numerical method of solution, 
which utilizes the FEM in solving the state and co-state 
equations and the CGM in minimizing the performance index, 
is general for all types of material properties. On the other 
hand, larger computer execution times would be needed for 
orthotropic materials, as the "conductivity matrix" in the 
FEM will have to be reevaluated fully at each iteration level. 

The state PDE, i.e., the heat conduction equation, is 
formally bilinear in terms of the state (temperature) and 
control (thermal conductivity) functions. Thus, for guess 
values of discrete thermal conductivities the equation is ef­
fectively linearized when solved for the state variable by the 
FEM, requiring no inner iterations. The co-state equation 
enjoys similar characteristics. 

It may be noted that if there are any constraints on the 
thermal conductivity, such as upper and/or lower bounds, 
different minimization techniques must be used, as the CGM 
is an unconstrained method. Quasi- or modified-Newton 
routines for the minimization of a function with constraints 
on the variables are, however, available in the NAG Library 
[15]. 

References 

1 Razani, A., and Ahmadi, G., "On Optimization of Circular Fins With 
Heat Generation," J. The Franklin Institute, Vol. 303, 1977, pp. 211-218. 

2 Meric, R. A., "Finite Element Methods for an Optimal Steady-State Con­
trol Problem," Int. J. Numer. Meths. Engn., Vol. 12, 1978, pp. 1375-1382. 

3 Meric, R. A., "Finite Element and Conjugate Gradient Methods for a 
Nonlinear Optimal Heat Transfer Control Problem," Int. J. Numer. Meths. 
Engn., Vol. 14, 1979, pp. 1851-1863. 

4 Meric, R. A., "Finite Element Analysis of Optimal Heating of a Slab 
With Temperature Dependent Thermal Conductivity," Int. J. Heat Mass 
Transfer, Vol. 22, 1979, pp. 1347-1353. 

5 Meric, R. A., "Boundary Integral Equation and Conjugate Gradient 
Methods for Optimal Boundary Heating of Solids," Int. J. Heat Transfer, Vol. 
26, 1983, pp. 261-267. 

6 Meric, R. A., "Boundary Element Methods for Optimization of 
Distributed Systems," Int. J. Numer. Meths. Engn., Vol. 20, 1984, pp. 
1291-1306. 

A P P E N D I X 

Optimization of Orthotropic Thermal Conductivities 

Problem Formulation. For convenience, only a two-
dimensional formulation is given. The optimization problem 
may be stated as finding the orthotropic thermal con­
ductivities ki and k2 in the x and y directions, respectively, 
such that the following equations arc satisfied. 

The T-problem: 

in D 

on Sj 

on S2 

d 

~dx 

T= 

* r 

(*• 

-f 
dT 

dT \ d 

dx ) dy 

nx + k2 
dT 

(*.-£)•<>- (Al) 

(A2) 

(A3) a ny + q + a(T-Tx) = 0 
ax dy 

and the following performance index./ is minimized 

J= Y \D[{T-Ta)
2 + (il(.kl-k0Xf+&2(k2-k{nf]dD (A4) 

where (3, and j32 are weighting parameters; km and k02 are the 
desired levels of kt and k2, respectively, and nx and ny are the 
direction cosines. 

Necessary Conditions of Optimality. By using calculus of 
variations the necessary optimum conditions can be derived 
similar to the isotropic case. Together with the T-problem 
(equations (A1-A3)) these optimum conditions are given as 
follows. 
The X-problem: 

d 
in£> 

on S, 

on S2 

lY V i>X I >'.!' V ' ' . » • ' dx 
X = 0 

ax 
*' -dx~ 

The gradient conditions: 

in D : £,(£,-*„;) -

in D : /32(k2-k.,-) 

<>x 

•JA 

l')V 

n.. I- a-X•-<> 

(A5) 

(A7) 

(A8) 

(A9) 

It may be noted thai since ihcrc arc Iwo connol functions 
k{ and k2 there exisi two uradienl conditions (AS) and (A9), 
which indicate the scnsimiiies of./ wiih respect to kx and k2, 
respectively. 
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Enhancement of Thermal Contact 
Conductance by Metallic Coatings: 
Theory and Experiment 
A thermomechanical model for nominally flat, rough contacting surfaces coated 
with a metallic layer is developed. The model is shown to agree quite well with 
thermal test data obtained using nickel specimens, with one side of the contact 
coated with silver and the other side glass-bead blasted. In addition, it is demon­
strated that a coated joint can be reduced to an equivalent bare joint by employing 
an effective hardness and an effective thermal conductivity. Using this technique, 
61 coated test points were correlated, with an RMS difference of ± 12.6 percent 
between the data and a correlation which had previously been used only for bare 
contacts. 

Introduction 

The success of a thermal design often requires that the heat 
transfer coefficient across an interface be enhanced, that is, 
improved over the bare joint situation. Techniques commonly 
employed include the application of a thermal grease to the 
contacting surfaces [1, 2], insertion of a soft metal foil at the 
interface [3, 4], and coating one or both of the contacting 
surfaces with a relatively soft metal [2, 5, 6]. 

Metallic coatings are an important enhancement alternative 
because a user can avoid the handling problem often 
associated with soft foils, and the contamination problem 
which often makes chemically active thermal greases ob­
jectionable. Despite the importance of metallic coatings, 
however, the only attempt to develop an overall thermo­
mechanical model is by O'Callaghan et al. [5]. They also 
conducted experiments on abutting stainless steel specimens, 
where one side of the interface was coated with tin. Because 
their test apparatus was severely underpowered, the reported 
interface temperature differences were extremely small, 
casting doubt on the reliability of the data. Furthermore, the 
model of O'Callaghan et al. does not predict their own data 
very well. 

A solution for only the thermal portion of a coated contact, 
albeit with different boundary conditions, has been described 
in [7, 8]. The constriction resistance was determined for a 
finite cylindrical flux tube with a hot spot located on a layer 
and a Robin condition specified at the end opposite the 
contact. However, the complications introduced by the 
boundary condition of the third kind are not required in the 
present application, and therefore, the thermal problem 
remains to be solved using more appropriate boundary 
conditions. 

With regard to the mechanical portion, thermal contact 
resistance correlations for bare surfaces, for example [9], 
require as input the microhardness of the softer material. It is 
reasonable to assume in enhancement situations that the 
softer of the two contacting surfaces will be the metallic layer. 
Clearly, when the layer is very thick the microhardness to 
employ would be that of the layer. As the layer thickness 
decreases it is equally clear that the microhardness will in­
crease, approaching the microhardness of the substrate as the 
layer thickness approaches zero. But what of the intermediate 
condition? Although analytical studies have been done 
regarding elastic contact stress in layers [10], no relevant 
analysis could be found relating to the equivalent plastic 
situation. 
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The purpose of the present work, therefore, is to develop a 
thermomechanical model for the prediction of the contact 
conductance of nominally flat, rough surfaces enhanced with 
a metallic coating, and to verify the theory by experiment. 

Theoretical Analysis 

Before beginning, it is appropriate to state the assumptions 
inherent in the analysis that will follow: 

1 Contacting surfaces are clean, free of oxides, etc., and 
contact occurs in a vacuum. Radiation across the interface 
and conduction across the interstitial gaps are negligible. 

2 Contacting surfaces are microscopically rough but 
macroscopically flat and have a Gaussian height distribution. 

3 In general, the real pressure between contacting surfaces 
is equal to the microhardness of the softer material. When 
either of the contacting surfaces is coated with a soft metal, 
the real pressure between the surfaces is equal to the "ef­
fective microhardness" of the layer-substrate combination. 
(More will be said of this later.) 

4 The real contact area consists of circular, isothermal, 
microcontact spots which are distributed uniformly over the 
apparent area. When a layer is present, the contact is also 
assumed to be a circular spot, but now residing on the top of 
the layer. In other words, penetration of the harder surface 
into the layer, which undoubtedly occurs to some extent, is 
ignored to simplify the subsequent thermal analysis. This is at 
least partially justifiable on the basis of [11] wherein solutions 
were obtained for the constriction resistance of numerous 
symmetric and nonsymmetric, singly connected, planar 
geometries. The conclusion of the latter study was that the 
constriction resistance of an arbitrary contact was ap­
proximately equal to a circular contact of equal area. It is 
assumed that this conclusion would also apply to arbitrary 
contact shapes on a layer. 

5 The contact between the layer and the substrate is 
"perfect." It has been shown [12] that the resistance of a so-
called perfect joint is about two orders of magnitude less than 
the constriction resistance expected here. 

6 When a surface is coated, the surface characteristics are 
the same as the underlying substrate [6]. 

Uncoated Contacting Surfaces. Clearly the development of 
a predictive model for coated contacts will be based, in large 
measure, on what is known about bare contacts. With the 
assumptions already made, the heat transfer across a bare 
joint will be confined to the discrete microcontacts formed by 
the contacting asperities. If a total of TV circular microcon­
tacts, having a mean radius a, are distributed over the ap­
parent contact area, we can write the joint resistance as [9] 
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Fig. 1 Contact of bare and coated joint 
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where ka and k0 are the thermal conductivities of the con­
tacting surfaces shown in Fig. 1(a). 

The constriction parameter \p(t) has been evaluated by 
several authors [13-16]. In [17] it was shown that the con­
striction parameter can also be approximated by the following 
power law correlation 

/ P \ -0027 
^ ( e ) = 0 . 7 6 ( ^ — j (2) 

where the error is ±1 percent in the range 10~4 < P/H < 
10~2. An expression for the mean contact spot radius was 
derived in [16], which, as shown in [17], can be approximated 
using the following power law correlation 

/ a\ / P \ 0097 

where the error is ±4.5 percent in the range 10"4 < P/H < 
10"2 . A simple force balance at the contacting surface can be 
used to determine the total number of microcontacts per unit 

Aa = ^ \-H)
 ( 4 ) 

By substituting equation (4) into equation (1), and noting that 
the resistance is the reciprocal of the product of the joint 
conductance and the apparent contact area, the general ex­
pression for the thermal conductance across a bare interface 
becomes , „ , nr ^ r- ; / \ / / •, -, 

<H<0 , \Ke) 1 
1 _ ira / H \ 

L * „ + (5) 
H 

Coated Contacting Surfaces. When a joint is coated, the 
effective microhardness H' of the layer-substrate com­
bination will, of course, be different from that of a bare joint. 

This results in a change in the total number of microcontact 
spots needed to support the load, in a different contact spot 
radius a', and a different constriction parameter i/»(e', </>„). 
In this case, the constriction parameter not only depends upon 
the relative mean contact spot size e', but also upon a 
modification factor </>„, which is some function of the relative 
layer thickness r and substrate-to-layer thermal conductivity 
ratio K. 

By referring to Fig. 1(b), an expression for the thermal 
contact conductance across a joint with a layer on both sides 
of the contact can be obtained by rewriting equation (5) as 

1 
4 Q r^(«'>*«„) '/ '(«'' * « « ) ' 

+ (6) 

Equation (6) can be cast in a more convenient form by in­
troducing a constriction parameter correction factor defined 
as the ratio of the constriction parameter with a layer to that 
without a layer, for the same value of the relative contact 
radius, that is C = \p(e' ,(/>„)/\j/(e'). Then equation (6) 
becomes 

ira' (H' \ r 
+ kp . 

(7) 

Using the approximation for the constriction parameter given 
by equation (2), and the approximate expression for the 
contact spot radius equation (3), we obtain the following 
ratios: 

*(e) / H V - ( g ) 

tf(e') 
and 

-(£) 
a' \ H J 

(9) 

/ H\ ' 

Now, we divide equation (5) by equation (7), and substitute 
into the resulting expression equations (8) and (9). After 
rearrangement this yields 

°-93 r ka + kB l 
— (10) 

Cakf, + CekJ 

Inspection of equation (10) reveals that the contact con­
ductance of a joint with a layer on both sides of an interface is 
equal to the bare joint conductance multiplied by two terms: 
The first term will be defined as a mechanical augmentation 
factor, and the second as a thermal augmentation factor. 

Coated Contacting Surfaces (Alternate Analyis). Referring 
again to Fig. 1(b), we can also obtain the thermal contact 
resistance for a joint when a layer is presented by rewriting 
equation (1), with the primed quantities being associated with 

N o m e n c l a t u r e 

a = contact spot radius -N = 
A = area 
b = flux tube radius P = 
C = cons t r i c t ion pa rame te r R — 

correction factor t = 
d = equivalent Vickers in- 7« = 

dentation depth 
Vickers microhardness 
effective microhardness of 
soft layer on harder substrate \ = 

thermal contact conductance e = 
Bessel function, first kind, 
order n 5„ = 
thermal conductivity ratio P„ — 
(substrate to layer) 

k — thermal conductivity 
k' = effective thermal conductivity 
m = combined average^ absolute a = 

H 
H' 

J„ = 

K = 

number of contact spots in 
apparent area A a 

apparent contact pressure 
thermal resistance 
layer thickness 
cons t r i c t ion p a r a m e t e r 
modification factor at­
tributable to contact tem­
perature basis 
eigenvalues 
relative mean contact spot 
radius = a/b = ^lP/H 
roots of 7i(6„) = 0 
cons t r i c t ion p a r a m e t e r 
modification factor at­
tributable to heat flux 
distribution 
combined RMS roughness = 

asperity slope = \lm2
a + m\ -Jol + 

T = relative layer thickness = 
(t/a) 

0„ = cons t r i c t ion pa rame te r 
modification factor at­
tributable to the layer 

\j/(c) = constriction parameter 

Superscripts 

' = layer 

Subscripts 

a = apparent 
c = contact or constriction 
j = joint 
L = layer 
s = substrate 
v = Vickers 
a = one side of contact 
P = other side of contact 
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Fig. 2 Vickers microhardness of silver layer on nickel substrate 

the layers. When the definition of the constriction parameter 
correction factor is accounted for, the result is 

Rr 
+W) 

L k„ kR\ AN'a' L ka ' kp 

Now an effective thermal conductivity is defined as 

k' = 
2kakp 

C„ka + Cak 0n-a 

Then the contact resistance for a coated joint reduces to 

He') n f _ 

' 'la'N'k' 

(11) 

(12) 

(13) 

where a' is given by equation (3) and N' by equation (4). Note 
that both quantities depend on the effective microhardness 
H'. 

Equation (13) yields numerical results identical to equation 
(10), but has the same algebraic form as the equivalent ex­
pression for the contact resistance of a bare joint. This has the 
advantage of allowing a direct numerical comparison of the 
parameters that contribute to the contact resistance for both 
the bare and coated cases. 

Regardless of which of the two previous analytical ap­
proaches is used, in order to determine the theoretical contact 

conductance for a coated joint, the effective microhardness of 
the particular layer-substrate combination being considered 
must be evaluated by mechanical analysis or by experimental 
means, and a thermal analysis must be performed to deter­
mine the constriction parameter correction factor due to the 
layer. 

Thermal Analysis of a Coated Contact. The thermal 
portion of the analysis requires the solution of Laplace's 
equation for heat flow from a single concentric circular hot 
spot residing on a layer at the end of an infinite right circular 
cylinder whose walls are adiabatic. The complete solution is 
presented in [17]. In summary, the constriction parameter (for 
example on the a side) is first defined as 

He',<!>„)= 4k aa'R'c (14) 

Then, after determining the constriction resistanace R[., using 
an approach similar to [7, 8], the constriction parameter for a 
coated contact is shown to be 

16 ^ , V(<5;,e') 
ire „ = 1 (5„) J0 (5„) 

Equation (15) is nothing more than the expression for the 
dimensionless constriction parameter for a bare contact, with 
a uniform heat flux at the contact and the resistance based on 
the average contact temperature, as derived in [15], multiplied 
by three modification factors. 

The first modification factor (/>„ accounts for the influence 
of the layer; the second y„ accounts for the contact tem­
perature basis used in determining the constriction resistance 
(average, isothermal or centroidal); and the third pn accounts 
for the contact heat flux distribution assumed. 

For abutting surfaces, it is usual to assume that the contact 
spots are isothermal. The modification factors in this case are 
7„ = l ,and 

r(i+^)+(i-^ )exP(-25;^o1 

and 
• ( ! + * ) • 

Pn: 

( l - i O e x p ( - 2 5 ; , e V ) 

sin(5;,e') 
(17) 

2Ji(S;,e') 
The constriction parameter correction factor is now obtained 
by dividing the constriction parameter with a layer present, 
that is equation (15), by an expression for the constriction 
parameter without a layer, that is equation (15) with </>„ = 1. 
The reader is referred to [17] for a tabulation of numerical 
values. 

Mechanical Analysis of a Coated Joint. In the following 
discussion, a methodology is outlined which allows the 
determination of the effective microhardness H' of a soft 
metallic layer on a harder substrate. The approach is 
semiempirical. 

Vickers Microhardness Distribution. Figure 2 shows the 
results of Vickers microhardness measurements performed on 
Nickel 200 specimens with differing vapor-deposited silver 
coating thickness. (This is the layer-substrate combination 
used in the thermal tests described in the next section.) Several 
other layer-substrate combinations were tested as well, and 
all exhibited similar characteristic curves. The results are 
contained in [17]. 

The open literature reveals no similar research in this area. 
The search for a physical explanation of observed results leads 
to the work of Mulhearn [18]. By plotting equal strain con­
tours under indenters, Mulhearn showed that material is 
displaced radially outward from the indentation. This 
suggests the following interpretation of the microhardness 
data from the present study. By referring to Fig. 2, it can be 
seen that in the region t/d > 4.9, the effective microhardness 
equals the layer microhardness. In this case, the indenter and 
the elastic-plastic boundary are wholly within the layer. In the 
intermediate region 1.0 < t/d < 4.9, the indenter is still 
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totally within the layer but the elastic-plastic boundary has 
expanded to the point where it is distorted by the underlying 
harder substrate, and because of this the effective 
microhardness gradually increases. At t/d = 1.0, the indenter 
has penetrated the layer and is influenced directly by the 
underlying substrate. As a consequence, the slope of the curve 
changes abruptly and the effective microhardness increases 
until it reaches the substrate microhardness value at t/d = 0. . 

Effective Microhardness. Rather than a single indenter, let 
us now consider a multiplicity of indenters, as when a hard, 

' rough surface is put in contact with a softer layer. What is 
proposed here is that the effective microhardness for this 
situation can be determined from a Vickers microhardness 
curve appropriate for the materials combination, such as for 
silver on nickel, as shown in Fig. 2. With this assumption, the 
following effective microhardness equations are obtained 
from Fig. 2. In the region t/d < 1.0 

Table 1 Test specimen characteristics 

H'=H, 0-7) + 1-81M7) (18) 

and in the region 1.0 < t/d < 4.9 

H' = 1.81 HL -0.208HL (~ - l) (19) 

When t/d > 4.90 the effective microhardness equals the layer 
microhardness. 

In equations (18) and (19), d is the equivalent Vickers in­
dentation depth of the harder contacting surface. In order to 
determine d, it is necessary to understand how a Vickers 
indentation is determined from microhardness measurements. 

When a Vickers indenter is pressed into a surface it leaves 
a square indentation. By geometry the indentation depth is 
equal to the measured half-diagonal av multiplied by the slope 
of the Vickers indenter mv, i.e., d = mvav. But the asperities 
of an actual indenting hard, rough surface have an average 
asperity radius a and an average slope m. So in order to use 
Fig. 2 the average asperity indentation depth must be adjusted 
to an equivalent Vickers depth. This is accomplished by first 
setting the cross-sectional area of the contacting asperity 
equal to the projected area of a Vickers indentation; that is a„ 
= O^I-K/2. Now, combining the simple relationships im­
mediately preceding, and substituting equation (3) for the 
asperity contact radius yields 

<-W?GrM£)' (20) 

Next, one has a choice of letting the asperity slope m in 
equation (20) remain a variable, or of fixing it at the Vickers 
value of 0.286. (The asperity slopes for the experimental 
portion of this work ranged from 0.129 to 0.350.) The 
thermomechanical model was compared to experimental data 
using both alternatives. Since neither of the alternatives 
consistently predicted the data better than the other, it was 
decided to fix the slope at the Vickers value because this 
minimized the overall RMS difference between the model and 
the data. This is equivalent to assuming, in equation (20), that 
m„/m = 1.0. Implicit in this assumption is that Vickers in­
denters with slopes in the range cited will produce an effective 
microhardness curve identical to Fig. 2. With this assumption, 
equation (20) becomes 

f P \ 0097 
d = 0.91a(—j (21) 

It is interesting to note that the indentation depth is 
primarily dependent on the RMS roughness of the indenting 
surface and is a weak function of P/H'. In addition, because 
the indentation depth depends upon the effective 
microhardness, and the depth must be known to determine the 
effective microhardness, an iterative approach is required. 
Convergence is very rapid, however, because the indentation 
depth is such a weak function of the effective microhardness., 

Series Specimens 

A 08/09 
10/11 
12/13 
14/15 
16/17 
18/19 
22/23 

-Ba re -

4.29 
4.27 
4.06 
4.24 
4.45 
4.38 
4.19 

m 

0.239 
0.236 
0.231 
0.233 
0.252 
0.232 
0.224 

0.16 
0.17 
0.19 
0.20 
0.27 
0.14 
0.21 

- C o a t e d -
m 

0.025 
0.024 
0.030 
0.031 
0.038 
0.022 
0.027 

/ 
0.0 
0.0 
1.4 
5.1 

39.5 
0.81 
1.2 

Average 4.26 0.234 0.19 0.028 

Series A combined values: a = 4.27, m = 0.236 

24/25 
26/27 
36/37 

Average 

1.24 
1.21 
1.30 

0.129 
0.137 
0.140 

0.17 
0.19 
0.14 

0.025 
0.024 
0.018 

1.27 0.135 0.155 0.022 

Series B combined values: a = 1.28, m = 0.137 

28/29 
30/31 
32/33 
34/35 

Average 

1.62 0.350 
i.31 0.338 
:.03 0.348 
.48 0.344 

0.14 
0.17 
0.19 
0.14 

0.018 
0.025 
0.024 
0.018 

1.2 
0.0 
6.3 

2.4 
7.2 

18.0 
0.0 

8.32 0.345 0.17 

Series C combined values: a = 8.32, 

0.022 

0.346 

Specimen material: Nickel 200 
Cross-sectional area: 0.000641 m2 

a = RMS roughness, /im 
m = average absolute asperity slope, radians 
/ = coating thickness, /tm 

Averages consider only coated specimen pairs. 
Combined values are for an equivalent rough surface against a perfect 
smooth. 

Regarding the substrate microhardness Hs in equation (18) 
it should be noted that manufacturing processes such as 
lapping produce a surface microhardness layer. In these cases, 
it has been demonstrated [19, 20] that the use of the bulk 
microhardness for predicting contact conductance is in­
correct. Instead, the method outlined in [19, 20] should be 
used to determine an appropriate microhardness value for the 
substrate. 

Application of Theoretical Model. The reader is referred to 
[21] where the utility of the model developed here is illustrated 
by using it to analyze a common electronics packaging 
problem: heat transfer across a coated aluminum joint. 

Experimental Program 

Coated contact resistance test data in the open literature 
were found to be either unreliable [5], or to have inadequate 
test specimen surface characterization [2, 6]. An experimental 
program was undertaken, therefore, in order to generate test 
data against which to compare the theoretical model. 

Specimens, Properties, and Test Parameters. Test 
specimens, fabricated from a single Nickel 200 rod, were 
finished to 28.6 mm diameter by 31.8 mm long, with both 
ends lapped smooth to a flatness deviation less than 1 ̂ m. The 
specimens were tested in pairs, with one of the pair treated 
further by glass-bead blasting one end to a specified 
roughness. The other specimen was either left bare or had a 
layer of silver vapor deposited on one end. The characteristics 
of the test specimens are shown in Table 1. As shown in Table 
1, three groups of test specimens were tested. The first, 
designated Series A, had a combined (or equivalent) surface 
roughness of 4.27 /mi. Series B had a combined roughness of 
1.28 fim, and the final group, Series C, had a combined 
roughness of 8.32 /xm. 

Details of the contact resistance test apparatus and the test 
procedure have been fully described elsewhere [17, 20]. In 
brief, contact resistance measurements were made in a 
vacuum chamber. The iliiveiion of hcai flow was from the 
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Coating 
Specimens Thickness 

O 26/27 Zero 
A 24/25 1.2 urn 
a 36/37 6.3 pm 

« , ' Lower Bound 
/ No Coating 

J I L 10ol W 1 1 L I I I I I 
103 

Contact PrGssure (kN/m2) 

Fig. 3 Test results: contact conductance versus pressure (a = 1.28 

Fig. 4 Test results: contact conductance versus pressure (a = 4.27 
urn) 

bare, glass-bead-blasted upper specimen to the silver-coated 
lower specimen. The range of the experimental parameters 
was approximately as follows: The heat flux varied from 2000 
to 7000 kW/m2 ; the contact pressure from 500 to 3700 
kN/m2 ; the interfacial temperature differences from 1.7 to 
50°C (it should be noted that the majority of the temperature 
differences were greater than 10°C); and the mean interface 

10 l 

-
~ 
-

-

-

-

-

® 
A 
D 

m 

Specimens 
34/35 
28/29 
30/31 
32/33 

1 1 

Coating 
Thickness 

Zero 
2.4 urn 
7.2 urn 

18.0 urn 

Upper Bound 
Infinite . 
Coating / 

/ / / / 

/ / / / / 

-
-

/ 
/ / * 18.0 um 

'7 
/ / r«" .2 l im 

/ / / 

/ <}/2A Hnl 

/ / / / 
A A / / 

/ / 
/ / 

S Lower Bound 
© No Coating ~ 

/ / / 

1 1 1 1 1 
103 

Contact Pressure (kN/m2) 

Fig. 5 Test results: contact conductance versus pressure (a = 8.32 
um) 

temperature varied from 85 to 206°C. The experimental error 
in the test setup was estimated to be ±4.5 percent. 

Initially, thermal tests were conducted on the bare 
specimens, which can be considered the zero layer thickness 
case, or in other words the lower bound on the coated contact 
conductance. The test results for the bare joints have been 
previously reported in [21]. In summary, the agreement 
between the bare joint test data and Yovanovich's correlation 
[9] was excellent, with the RMS difference being only ±5.6 
percent, provided the appropriate effective surface 
microhardness for the lapped surface is employed in the 
relative load expression. 

Comparison of Coated Specimen Data Versus Model. For 
the coated test specimens, test results are compared to the 
proposed thermomechanical model, given by equation (10), in 
Figs. 3-5. It should be noted that the line representing the 
predicted performance for each specimen pair was computed 
using thermophysical properties determined as follows: First, 
contact temperatures for a given upper and lower specimen 
pair were determined at each test point. Next, average contact 
temperatures were calculated using the test data for all the 
runs experienced by the specimen pair. Then, based on these 
average contact temperatures, the thermal conductivity for 
the nickel substrates of the upper and lower specimens and for 
the silver layer were determined. The effective microhardness, 
on the other hand, was based on room temperature Vickers 
microhardness measurements. This is justified by test data 
[17, 22] which indicated that significant softening of the silver 
layer did not occur at the contact temperature levels in the 
present experiment. 

The RMS difference between the theoretical model and the 
experimental results is as follows: Series A: ±11.3 percent, 
Series B: ±7.5 percent, and Series C: ±6.9 percent. 

Figure 3 presents a plot of the contact conductance versus 
test pressure for Series B experiments, that is for the set of 
specimens with a combined surface roughness of 1.28 tim. As 
can be seen from Fig. 3, the coated contact conductance is 
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Table 2 Summary of calculated theoretical parameters and contact resistances for specimens at test pressure of 
approximately 2000 kN/m 2 

Series B: Average Roughness = 1.28 /im 

26/27 
24/25 
36/37 

P t t/d 

2105 0.0 0.0 
2032 1.2 1.77 
1817 6.3 9.40 

Series A: Average roughness = 4.27 /nm 

08/09 
18/19 
22/23 
12/13 
14/15 
16/17 

1925 0.0 0.0 
2055 0.8 0.38 
2107 1.2 0.57 
1922 1.4 0.68 
2005 5.1 2.19 
1990 39.5 17.10 

Series C: Average roughness = 8.32 /im 

34/35 
28/29 
30/31 
32/33 

Note: P 
t 
t/d 
H' 

C 
k' 
a' 
N' 
R' 

2080 0.0 0.0 
1990 2.4 0.55 
2023 7.2 1.58 
2027 18.0 3.96 

= pressure, kN/m2 

= layer thickness, ^m 
= dimensionless indentation depth 
= effective hardness, kg/mm2 

) = constriction parameter 

H' 

360.0 
65.9 
40.0 

300.0 
214.0 
169.9 
144.2 
62.4 
40.0 

280.0 
164.8 
67.5 
47.8 

= constriction parameter correction factor 
= effective thermal conductivity, W/m K 
= contact spot radius, \im 
= total number of microcontacts 
= theoretical contact resistance, K/W 

'A(e') 
0.9636 
0.9171 
0.8996 

0.9619 
0.9534 
0.9471 
0.9452 
0.9154 
0.8951 

0.9590 
0.9478 
0.9182 
0.9030 

C 

1.000 
0.428 
0.198 

1.000 
0.644 
0.565 
0.518 
0.291 
0.159 

1.000 
0.480 
0.287 
0.190 

k' 

64.5 
87.7 

103.9 

67.2 
80.5 
84.0 
84.7 
97.4 

107.2 

67.1 
86.9 
97.7 

105.1 

a' 

3.3 
4.2 
4.3 

6.8 
7.4 
7.5 
7.1 
8.0 
8.1 

9.4 
9.9 

10.8 
10.5 

N' 

11200 
36500 
52900 

2930 
3660 
4600 
5530 

10500 
15900 

1730 
2540 
5380 
8070 

R' 

0.2025 
0.0342 
0.0194 

0.3619 
0.2189 
0.1636 
0.1424 
0.0561 
0.0325 

0.4364 
0.2145 
0.0811 
0.0509 

bounded by the bare joint, or zero layer thickness line (the 
lower bound), and by the infinitely thick silver layer case (the 
upper bound). There is approximately one order of magnitude 
between the two bounds. 

Figure 4 is for Series A experiments, that is for the set of 
specimens with a combined surface roughness of 4.27 jxm. In 
this case, a 1.2-/*m layer thickness is seen to improve the 
contact conductance to a much lesser degree than for the 
comparable layer thickness in Fig. 3. Indeed, the relative 
enhancement effect for all the specimens tested in this series is 
not as pronounced as for those tested against the smoother 
surfaces in Fig. 3. 

As can be seen in Fig. 5 (Series C: 8.32 /im combined 
roughness), the general tendency is the same, that is for a 
given layer thickness the relative improvement is less than is 
observed for the smoother 1.28 and 4.27-/mi cases. This is 
attributed to the fact that a rough surface penetrates the layer 
more deeply than would a smoother contacting surface, and 
hence is more affected by the harder substrate under the layer, 
which results in a higher effective microhardness and, in turn, 
a lower contact conductance. This leads to the general con­
clusion that a given layer thickness will have more of an 
enhancement effect as the roughness of the bare contacting 
surface is decreased. 

It is interesting to examine the parameters involved in the 
calculation of the theoretical contact resistance for all the 
specimens tested. Table 2 summarizes the results of such a 
calculation. Since all the computations were performed at the 
same approximate test pressure, the test specimen pairs differ 
only in the texture of the bare contacting surface and in the 
thickness of the metallic layer. From the table, it is seen that 
the effective microhardness H' diminishes quite rapidly as the 
layer thickness increases. As expected, for a given layer 
thickness, the lowest effective microhardness value occurs 
when the layer is in contact with the smoothest abutting 
surface. Table 2 also shows that the contact spot radius a' is 
determined primarily by the surface texture and influenced in 
only a minor way by the layer thickness. Since the mechanical 
load is about the same for all the specimens, as the contact 
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Fig. 6 Comparison of present theory and experimental data with 
theory of O'Callaghan et al. [5] 

spot size decreases the number of contacts must increase in 
order to support the load. Further inspection of Table 2 
reveals that the constriction parameter correction factor C 
and the resulting effective thermal conductivity k' are 
strongly dependent on the layer thickness, with only a slight 
dependence on the surface texture. 

As mentioned previously, the only other model available 
against which the test results from this study can be compared 
is that of O'Callaghan et al. [5]. Figure 6 shows that the 
present theory predicts the test data from this work far better 
than the O'Callaghan et al. model. 

Contact Correlation of Coated Specimen Test Data. The 
contact correlation for coated contacting surfaces is 
developed as follows. The bare contact conductance from 
Yovanovich's correlation [9] is substituted into equation (10) 
yielding 
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Fig. 7 Test results: dimensionless conductance versus relative 
pressure for coated contacting surfaces 

H-(")(^)(i) ]• 
\H') \C„kH+Cttka/ -o"S ' 

which reduces to 
( m \ ( P \ " • " ( H ' \ u u z 

(22) 

(23) 

Now (H'/H)002 is set equal to unity, essentially neglecting 
this term on the basis that the error introduced will be 
minimal. Equation (23) then simplifies to 

p \ 0.95 
(24) 

mk' 
1.25 ( 

Equation (24) for coated contacts is identical to the 
correlation for bare contacts given in [9], except that an ef­
fective thermal conductivity and an effective microhardness 
have replaced the usual values used for a bare joint. 

Figure 7 shows that all coated test data correlate very well 
using equation (24). The overall RMS error for all coated data 
points is ±12.6 percent. In other words, using an effective 
microhardness and an effective thermal conductivity, the 
coated test data were correlated by [9] which had previously 
been used only for bare contacts. The implication is that a 
coated joint can be reduced to an equivalent bare joint by 
employing an effective microhardness and an effective 
thermal conductivity. 

Conclusions 

Based on this research, the major conclusions reached are: 
The thermomechanical model developed herein predicts the 
thermal contact conductance of the silver-coated contacting 
surfaces tested quite well; that a coated joint can be reduced to 
an equivalent bare joint by using the concepts of effective 
microhardness and effective thermal conductivity; and this 
then enables coated test data to be correlated by means of a 
correlation [9] developed for bare joints. 

It is further concluded that a silver layer can enhance the 
thermal contact conductance of nominally flat, rough, 
contacting nickel specimens by as much as an order of 
magnitude; and that for a given layer thickness, the smoother 

the bare contacting surface the greater the enhancement will 
be. 

Finally, is should be noted that this research applies only to 
nominally flat surfaces and is not applicable to nonflat 
contacting surfaces. In addition, a limited material set was 
tested, and although we believe the methodology presented is 
applicable to other materials, this has not been demonstrated. 
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A Method for the Solution of Heat 
Transfer Problems With a Change 
of Phase 
A method of broad applicability is presented which can be used to obtain solutions 
to problems involving a phase change. The solution in one of the phases is specified 
as a known single-phase solution; an inverse analysis then determines the solution 
for the other phase. Two problems are studied: The first yields the similarity 
solution for the planar geometry and the second gives the exact solution to a more 
general problem. Convergence is shown and error bounds are given. The method 
can accommodate convection, heat generation, variable properties, nonplanar, and 
m ultidimensional systems. 

1 Introduction 

Transient heat conduction problems with freezing or 
solidification arise in many important technical applications. 
Although the equations governing such problems are often 
easily derived, the solution of these equations has proved to 
be difficult even for simple problems. These difficulties arise 
primarily because of the unknown location of the solid-liquid 
interface that renders the governing equations nonlinear. 

In contrast to phase-change problems, single-phase con­
duction problems can be solved exactly for many geometries 
and boundary conditions. Useful results would be obtained if 
the compilation of single-phase solutions [1, 2] could be used 
to solve phase-change problems. To see how single-phase 
solutions can be used in this way, recall that the complexity of 
phase-change problems is primarily a result of the unknown 
location of the phase change. It is emphasized, however, that 
both the phase-change problem and the single-phase problem 
have the same governing equation, the diffusion equation. 
Thus, a phase-change problem can be solved by solving an 
equivalent single-phase problem with appropriately specified 
boundary conditions; that is, the boundary conditions chosen 
for the single-phase problem must mimic the effects of the 
phase change that are present in the phase-change problem. 
Boley's embedding technique [3] makes use of a similar 
concept. The embedding technique poses the problem 
directly: i.e., with the interface trajectory unknown and 
results in coupled integro-differential equations. The method 
proposed here, however, poses the problem inversely: i.e., the 
conditions at one boundary are unknown and the interface 
trajectory is known a priori. This yields simpler analytic 
results while exploring an area where there are few standard 
numerical codes available. Inverse phase-change problems 
arise in control-type applications: e.g., cryopreservation of 
organs, crystal growth, etc. 

The method presented here proceeds by choosing a single-
phase problem with a known exact solution 7^ (x, t). This 
solution yields a constant temperature TF along a trajectory 
xF(t); i.e., Ts(xF, t) =TF. We now utilize this solution to 
construct a solution to an "equivalent" phase-change 
problem. Specifically, the phase-change problem would be 
defined by a known fusion temperature TF that occurs on the 
trajectory xF(t) as given above and a known temperature 
profile in one of the phases; the single-phase solution Ts (x, t) 
is assumed to equal the solution for the phase-change problem 
T(x, t) in the region x> xF(t). This is consistent with the 
required condition 
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T(xF(t),t) = Ts(xF(t),t)=TF 

The temperature distribution in the region 0 < x < xF(t) for 
the phase-change problem is unknown and is obtained by an 
inverse conduction analysis. When this solution is obtained, 
the phase-change problem is solved. 

The first problem that is solved illustrates the method and 
yields Neumann's solution. In the second section, the method 
is used to solve a more general problem. Convergence criteria 
and error bounds of this solution are also presented. 

2 Analysis 

Consider a solid, 0 < x < H, that is initially uniform at the 
temperature Tt. The temperature of the wall, at x = 0, is 
specified and exceeds the fusion temperature TF. Therefore, 
melting occurs at an unknown position given by x = xF(t) 
(see Fig. 1), with a liquid region 0 < x < xF(t), and a solid 
region xF (t) < x < H. The problem formulation is 

dT 

dt 

d2T 
—r- forO <x<xF(t), liquid 
dx1 

dT d2T 
— -a—T forxF(t) <x<H, solid 
dt dxL 

T(0,t) = Tw(t) 

T(H,t) = TH(t) 

T(xF,t)=TF 

dT 

~kTx 
T(x,0) = 

dT 

L dx 

••T, 

pLdx,. 
= —rr1 •dtx=xF(t) 

s dt 

(la) 

(lb) 

(1c) 

(Id) 

(le) 

(l/> 

(l£) 

yt ) 

L IQUID 

T , — ! 

- x F ( t ) 

SOLID 

V" 

x=o X=H 
Fig. 1 Phase-change problem 
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We write the solution for the solid region as 

T(x,t)=Ts(x,t) xF(t)<x<H (2) 
Here Ts may be viewed as the known solution to an ap­
propriate single-phase problem, one that obeys the same 
condition a t * = H; i.e., T(H, t) = TH(t) and T(x, 0) = Tr 

The trajectory x F ( 0 is determined from Ts(xF(t), t) = TF. 
The task is to determine the temperature distribution in the 
liquid region, 0 < x < xf(t). 

The solution for the liquid region that will be compatible 
with a temperature distribution Ts (x, t) in the solid region is 
obtained from a solution of the problem comprised of 
equations (la), (le), and (If). This is an inverse conduction 
problem and the solution is (see Appendix A, equation (A 15)) 

L ^ / x \" 
T(x,t)=Ts(x,t)+ - IJGM ) , 0<x<xF(t) 

C „=i ^ XF/ 
(3) 

where the G„ are functions only of xF (t). 
This result is valid for all constant property phase-change 

problems for the one-dimensional Cartesian geometry. 
Similar results can be derived for other geometries (see Ap­
pendix C). 

To evaluate the G„ in equation (3) the trajectory xF(t) is 
needed. As stated above, this is obtained from the solution for 
the solid region at x = xF(t); i.e., Ts(xF,t) = 7> yields the 
trajectory xF(t). We now illustrate the method. 

2.1 Single-Phase Problem: Tm = Const, Semi-Infinite 
Region. Consider a semi-infinite solid, x > 0, that is initially 
uniform at the temperature Tt. The temperature of the wall, 
at x = 0, is instantaneously raised to a constant value Tm, the 
single-phase wall temperature. The single-phase solution to 
this problem is given by [1] 

where 

Ts(x,t) = Tws - (Tm - Tj) erf?) 

•q = X/24at 

(4) 

(5) 

2.2 Application of the Single-Phase Solution to a Phase-
Change Problem. The location of the phase-change interface 
is obtained from 

Ts (xF,t) = TF = Tm - (Tm - T,) erf X (6) 

xFl2^ut = \ (7) 

Since TF, Tws and T, are known constants, X is known and 
must also be a constant. 

The relation above can be rearranged. Equation (6) yields 

m erfc X ' erfc X 

which, when substituted into equation (4) yields 

erfc t] 
T(x,t)=T,+ (TF-T,) 

erfc X 
for x>xF(t). 

(8) 

(9) 

The subscript ^ on Ts(x,t) has been dropped because the 
relation is also applicable to the phase-change problem, i..e, 
equation (9) does not contain Tm. 

To obtain the solution in the region 0 < x < xF(t), 
equation (3) is used. Substituting the trajectory xF(t) from 
equation (7) into equation (3) and summing the series gives 
(see equation (B4)) 

L ,— .2 / erfr; \ 
T(x,t)=Ts(x,t)+ ^Vr\ex erf XII -f- ),x<xF(t) 

c V erf X / 

(10) 

where 7^ is the single-phase solution given by equation (4). At 
the wall 

T(0,t)=Tw = Ts(0,t)+ -V7rXeN erfX (11) 

Recall that Ts(0,t) - Tm is a constant. Thus the solution to 
the phase-change problem that has been solved is for the 
constant wall temperature boundary condition, Tw = con­
stant. Equation (10) may be written in a more familiar form 
by using equation (4) for Ts (x,t) and then using equation (6). 
The result is 

T(x,t)=Tw-(Tw-TF) 
erfr; 

erfX 
,x<xF(t) (12) 

Now, using equations (9) and (12) and the boundary condition 
equation (If) yields the following relation for determining X 

TW-TF , T,-TF 

c erfX erfcX 
(13) 

where 
Equations (9), (12), and (13) constitute the solution to this 

phase-change problem. The solution to this problem was 

N o m e n c l a t u r e 

a = constant in equation (C4) 
A„ = coefficients in equation (A14) 

b = constant in section 2 
b = constant in equation (C4) 
c = specific heat 
c = constant in equation (C4) 

C„ = coefficients in equation (A8) 
C,„ = coefficients in equation (17) 
E„ = coefficients in equation (All) 

F = solution function in equation 
(15) 

G„ = coefficients in equation (3) 
H = slab thickness 

Hn = series coefficients 
k = thermal conductivity 
/ = length, see section 2 

L = latent heat 
m = constant in section 4 and 

equation (45) 
P = convection term in equation 

(CI) 

q = 
Q = 
r = 

rF = 

R),„ = 
"/,» — 

t = 
T = 

7> = 
T5 = 

T = 

X' = 

XF 

XF 

heat flux 
heat source in equation (CI) 
spatial coordinate 
solid-liquid interface location 
ratio defined in equation (17) 
ratio defined in equation (20) 
time 
temperature 
fusion temperature 
single-phase solution 
single-phase wall temperature 
Cartesian coordinate 
dimensionless Cartesian 
coordinate, see section 2 
solid-liquid interface location 
dimensionless variable, see 
section 2 
spatial variable defined by 
equation (A2) 
thermal diffusivity 

r 
n 

X 

p 
a 
T 

= 
= 

= 

= 
= 

Subscripl 

F 
i 
i 

J 
L 
n 
s 
s 
w 

= 
= 
= 
= 
= 
= 
= 
= 
= 

Gamma function 
similarity variable in equation 
(5) or equation (27) 
variable in equation (7) or 
equation (27) 
density 
time variable in equation (D3) 
dimensionless time, see 
section 2 

ts 

fusion 
initial 
summation index 
product index 
liquid 
summation index 
single phase 
solid 
wall 
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Table 1 Wall temperature using five terms in the series H0 forp = 5 

T 

0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 
1.1 
1.2 

m-
lower 
bound 

0.1052 
0.2214 
0.3499 
0.4918 
0.6487 
0.8220 
1.0136 
1.2251 
1.4588 
1.7167 
2.0013 
2.3151 

= 1 
upper 
bound 

0.1052 
0.2214 
0.3499 
0.4918 
0.6487 
0.8221 
1.0138 
1.2257 
1.4598 
1.7188 
2.0050 
2.3217 

m-
lower 
bound 

0.0020 
0.0162 
0.0557 
0.1381 
0.2903 
0.5619 
1.0519 
1.9742 
3.8198 

i.i en 
16.6602 
37.4412 

= 2 
upper 
bound 

0.0020 
0.0162 
0.0557 
0.1381 
0.2903 
0.5620 
1.0524 
1.9800 
3.8754 
8.2233 

20.3054 
72.8947 

m = 4 
lower 
bound 

0.0000 
0.0001 
0.0009 
0.0066 
0.0319 
0.1202 
0.4077 
1.4845 
7.7113 

74.0310 
1,090.7610 

17,299.7977 

upper 
bound 

0.0000 
0.0001 
0.0009 
0.0066 
0.0319 
0.1202 
0.4077 
1.4869 
8.2268 

m = 
lower 
bound 

0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0006 
0.0115 
0.1585 
3.6654 

3,791.2500 
22,688,120.61 
8.3853 x 101° 

10 
upper 
bound 

0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0006 
0.0115 
0.1585 
3.7276 

given by Neumann [1], and the present results are identical to 
his solution. 

2.3 More General Problem: xF - bt'". We now consider a 
more general phase-change problem governed by equations 
(ia-g), with an interface trajectory: xF = bt'" with T(xfi) = 
TF, T(H,t) — TF. The solution is presented in Appendix D 
and is given by 

T(x,t) = TF+(L/c)F(x,t) forx<xF( t ) (14) 

with 

co oo 

F(X*,T)= J^(l-x*/x*p)"Gn= X) (-x*)"Hn (15) 
7 7 = 1 71 = 0 

where** = xll, r = at/l2,xF* = xF/l, I = [ba-"
,]w°-2",) 

For n even: 

H„ = (\/n\)T-"n 

for n odd: 
oo 

Hn = {Vn\)T-"l2Ys 

T/(2/77~l) (7-1+71/2) 

1 1 [2im-j] (16«) 
(20! 

T ( / - l /2 ) (2777- l ) ( ' - 3 / 2 + 77/2) 

j = 0 ,= , ( 2 / - D ! 

l(2i-l)m-j] (16b) 

Direct substitution into the governing equations (\a-g) 
confirms the above solution. Note that m = 1/2 gives 
Neumann's solution1 and in = 1 gives Stefan's solution [4, 5], 

2.4 Convergence: m > 1/2. The convergence and error 
bounds for this solution are now considered for m > 1/2. We 
first determine the convergence of//,, for n even. Define 

^7,= E c , . , „ a n d J R , - „ = - ^ 
C, 

(17) 
7-1,71 

For the series to converge, Rin < 1 as /' — oo for fixed values 
of n. C,„ may be written as 

r(2/w + l) 1 
C _ -1(2777-1). - 7 1 / 2 

(18) 
r ( 2 / + l ) r ( 2 w / - ; - [ « / 2 ] + l) n\ 

where T is the gamma function. Using lim T(x+p+l) = 
T(p+l)px one obtains for large;' />-» 

(2m)2'" T2'"-1 

'•" 4i(2m-l)2'"-' 
(19) 

Thus, as / — oo, Rjn — 0 showing convergence of equation 
(16a). Analysis of//,,, n odd, also yields rapid convergence as 
/ — oo. 

To determine the convergence of the series given in 
equation (15) the quantity S, „ is defined according to 

'Note that T(lm~X\m = l n = bia~ 

Table 2 Wall temperature convergence ratio, Rifi form = 1 

;' = 2 ; = 3 ( = 4 ; = 5 

0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 
1.1 
1.2 

0.0500 
0.1000 
0.1500 
0.2000 
0.2500 
0.3000 
0.3500 
0.4000 
0.4500 
0.5000 
0.5500 
0.6000 

0.0333 
0.0667 
0.1000 
0.1333 
0.1667 
0.2000 
0.2333 
0.2667 
0.3000 
0.3333 
0.3667 
0.4000 

0.0250 
0.0500 
0.0750 
0.1000 
0.1250 
0.1500 
0.1750 
0.2000 
0.2250 
0.2500 
0.2750 
0.3000 

0.0200 
0.0400 
0.0600 
0.0800 
0.1000 
0.1200 
0.1400 
0.1600 
0.1800 
0.2000 
0.2200 
0.2400 

Table 3 Wall temperature convergence ratio, Rifi for m = 2 

/ = 3 ;=4 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 
1.1 
1.2 

0.0012 
0.0093 
0.0315 
0.0747 
0.1458 
0.2520 
0.4002 
0.5973 
0.8505 
1.1667 
1.5528 
2.0160 

0.0008 
0.0063 
0.0212 
0.0503 
0.0982 
0.1697 
0.2695 
0.4023 
0.5728 
0.7857 
1.0458 
1.3577 

0.0006 
0.0047 
0.0160 
0.0378 
0.0739 
0.1276 
0.2027 
0.3025 
0.4308 
0.5909 
0.7865 
1.0211 

0.0005 
0.0038 
0.0128 
0.0303 
0.0592 
0.1022 
0.1623 
0.2423 
0.3450 
0.4733 
0.6299 
0.8178 

Table 4 Wall temperature convergence ratio, Rifi for m = 4 

i' = 2 i'=3 1 = 5 

0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 
1.1 
1.2 

Table 5 
10 

T 

0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 
1.1 
1.2 

0.0000 
0.0000 
0.0005 
0.0041 
0.0195 
0.0700 
0.2059 
0.5243 
1.1957 
2.5000 
4.8718 
8.9580 

0.0000 
0.0000 
0.0004 
0.0028 
0.0132 
0.0472 
0.1389 
0.3537 
0.8067 
1.6867 
3.2868 
6.0436 

0.0000 
0.0000 
0.0003 
0.0021 
0.0099 
0.0355 
0.1045 
0.2661 
0.6070 
1.2691 
2.4730 
4.5473 

Wall temperature convergence ratio, Rifi 

1 = 2 

0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0004 
0.0074 
0.0937 
0.8781 
6.5000 
39.7534 

207.6620 

i = 3 

0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0003 
0.0050 
0.0632 
0.5926 
4.3872 

26.8318 
140.1616 

1 = 4 

0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0002 
0.0038 
0.0476 
0.4460 
3.3013 

20.1904 
105.4695 

0.0000 
0.0000 
0.0002 
0.0017 
0.0079 
0.0285 
0.0837 
0.2132 
0.4862 
1.0166 
1.9810 
3.6426 

for m = 

i'=5 

0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0002 
0.0030 
0.0381 
0.3572 
2.6446 
16.1741 
84.4895 
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Table 6 Results for phase-change problem with xF* = T1/3 (H0, wall temperature factor; / / , , wall heat flux 
factor; F(xF*/2, r) midrange temperature factor). Note that / /0 = -a, Hl = g (cf. Chow and Woo [6]). 

H, o H H, Hx H. H, th H7 F(1/2XF*,T) 

.05 

.10 

.15 

.20 

.30 

.40 

.50 

.60 

.70 

.80 

.90 
1.00 
5.00 

10.00 
50.00 

100.00 
200.00 

1.040 
0.8035 
0.6926 
0.6239 
0.5391 
0.4864 
0.4493 
0.4212 
0.3989 
0.3805 
0.3651 
0.3518 
0.2013 
0.1587 
0.0918 
0.0727 
0.0575 

2.268 
1.4744 
1.1388 
0.9463 
0.7274 
0.6029 
0.5209 
0.4622 
0.4176 
0.3824 
0.3539 
0.3301 
0.1136 
0.0717 
0.0245 
0.0155 
0.0097 

-3.906 
-1.4797 
-0.8414 
-0.5645 
-0.3223 
-0.2168 
-0.1595 
-0.1242 
-0.1005 
-0.0837 
-0.0713 
-0.0617 
-0.0069 
-0.0027 
-0.0003 
-0.0001 
0.0000 

-4.654 
-1.5589 
-0.8126 
-0.5099 
-0.2633 
-0.1644 
-0.1139 
-0.0844 
-0.0654 
-0.0525 
-0.0432 
-0.0363 
-0.0025 
-0.0008 
-0.0001 
0.0000 
0.0000 

9.160 
1.7210 
0.6495 
0.3259 
0.1235 
0.0622 
0.0365 
0.0237 
0.0164 
0.0119 
0.0090 
0.0070 
0.0002 
0.0000 
0.0000 
0.0000 
0.0000 

7.059 
1.2366 
0.4359 
0.2067 
0.0717 
0.0337 
0.0187 
0.0116 
0.0077 
0.0054 
0.0040 
0.0030 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 

-14.765 
- 1.3805 
• 0.3464 
• 0.1301 
- 0.0328 
- 0.0124 
- 0.0058 
• 0.0031 
• 0.0019 
- 0.0012 
- 0.0008 
- 0.0006 

0.0000 
0.0000 
0.0000 
0.0000 
0.0000 

-8.793 
-0.7728 
-0.1821 
-0.0648 
-0.0150 
-0.0053 
-0.0024 
-0.0012 
-0.0007 
-0.0004 
-0.0003 
-0.0002 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 

0.527 
0.4051 
0.3485 
0.3136 
0.2706 
0.2440 
0.2253 
0.2111 
0.1999 
0.1907 
0.1829 
0.1762 
0.1007 
0.0794 
0.0459 
0.0363 
0.0288 

\ /» — 
C; 

For convergence, S, 
Equation (18) gives 

s,,„ = • 

C/,,,-2 
< 1 as n -

(20) 

oo for fixed values of /. 

[ 2 / m - / - ( « / 2 ) + l ] (21) 

Thus, lim Sit„ 
« —OO 

n(n-\) 
0 for fixed /. Identical results are obtained 

for odd values of/?. 

2.5 Error Bound for Wall Temperature, m > 1/2. The 
error bound for the wall temperature is related directly to the 
error bound on H0. From our definitions we have that 

Hn EQ,< 

The estimate for H0 is given by 
p 

(22) 

(23) 

We define Rp0 - Cp0/Cp_lfi and assume that Rp0 decreases 
monotonically asp increases. The error is then given by 

H0-H= £ c,,0< £ cpfi{Rpfiy~" 
i=p+\ i=p+\ 

Also note that for m > 1/2 all C, n > 0. Thus 

0<//0 - H0 < Cp0 
R P.O 

l-R 

(24) 

(25) 
P,O 

Table 1 gives upper and lower bounds for H0 for several 
values of T and m. Tables 2-5 show that Rp0 decreases 
monotonically as p increases, thus showing the foregoing 
analysis to be valid over a broad range of values of r and m. 

2.6 Solution for m = 1/3. The results for m = 1/3 are 
presented in Table 6. Note that convergence is best for large 
time. For the case m = 1/3, 0 < r < 0.8, Chow and Woo [6] 
give approximate results for the dimensionless wall tem­
perature and heat flux. Their results correspond to the 
quantities H0(T) and HX(T) in Table 6. The maximum 
difference between the results of [6] and the present results is 
0.1 percent. 

Studies that are concerned with a change of phase; that is, the 
inverse Stefan problem, have been carried out by Bluman 
[10], Rubinsky and Shitzer [11], Chow and Woo [6], and Katz 
and Rubinsky [12]. 

A more general derivation of the method discussed here is 
given in Appendix C, and includes spherical and cylindrical 
geometries, heat generation, and convection. Burggraf [7] and 
Landram [13, 14] have applied similar methods to include 
thermally varying properties, numerical implementation, 
experimental studies, and multidimensional systems. 

In section 2, convergence of the solution was shown2 for a 
general power law trajectory, xF = btm, m > 1/2. The 
convergence of the solution is best for m close to 1/2. One 
would expect similar interface trajectories—i.e., trajectories 
that are smoothly varying and monotonically increasing or 
decreasing (but not necessarily of the form t'")—to show 
similar convergence behavior. Thus for such trajectories the 
present method should work well in obtaining improvements 
to the quasi-stationary solution to the problem of interest. 
Other problems may also be solved using the present method; 
however, convergence of solutions thus obtained has not been 
shown. 

4 Conclusions 

A method has been presented which solves phase-change 
problems. The solution in one of the phases is specified as a 
known single-phase solution. An inverse analysis then 
determines a power-series solution for the other phase. The 
method can accommodate planar, cylindrical, and spherical 
geometries and convection, heat generation, and differing 
liquid and solid properties.3 With more difficulty, the method 
can include thermal varying properties and multidimensional 
systems, and can be implemented numerically. 

The exact solution to the problem with xF = bt'" is derived. 
Convergence is shown and error bounds are given. 
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3 Discussion 

The method presented in this paper formulates the phase-
change problem as an inverse conduction problem. The 
solution of inverse conduction problems is an active field of 
research and several solution methods have been developed; 
e.g., Burggraf [7], Beck et al. [8], and Imber and Kahn [9]. 

The convergence of the solution is independent of Stefan number. However, 
the behavior of the solution does depend upon the value of m. For m > 1/2, 
convergence of this solution is most rapid for small time and in the limit T—0 
the solution reduces to the quasi-stationary solution [15]. For m < l / 2 , con­
vergence of the solution is most rapid for large time, and in the limit r—oo the 
solution again reduces to the quasi-stationary solution [15]. 

The recursion equations for these conditions are given in Appendix C. 
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A P P E N D I X A 

Exact Solution of Inverse Conduction Problem 

Conduction in the Region 0 < x < xF(t). The problem 
considered is that of conduction over the finite interval 0 < x 
<xF(t) 

Therefore 

dT d2T 

dt dx1 (Al) 

subject to T(xF,t) = TF, q(xF,t) = qFL(t), with T(0,t) = 
Tw(t) to be determined. This is an inverse conduction 
problem. 

The phase change interface (or TF isotherm) is made 
stationary with the transformation 

y =xF—x 

so that equation (Al) becomes 

Note that 

q(xp,t) = 

dT 

Yt 
dT 

x~ Yt 

dT 

y dy 

dxF d2T 

i ~dl ~ a dy2 

dT 

Yt 

QFL = 

= 0;i.e., T(Q,t)=TF 
y = 0 

dT 
- * —(0 

dy 

dy 

dx 

dT 
= k—(0+,t) 

dy 

(A2) 

(A3) 

(A4) 

(A5) 

The temperature distribution T(y,t) is obtained by ex­
pansion of a Taylor series about y = 0 (see Burggraf [7]). 
Results for the derivatives of the temperature are 

dT 1 d2T,n^ n 1 dxF 

337- ^ 1 dqFL 

dy5 ak dt 

1 
'cTk QFL m (A6) 

y y2 dxF 
T{y,t) = TF+ +- qFL + ^— qFL —f- + . . . (A7) 

k 2\ak at 
The expression for the temperature may be written in x,t 
coordinates as 

nx,t) = T F + i ^ ^ . (A8) 

where 

C, QFL ,C2 
ak 

and C„ = + 
C-n-l-XV n-2 , «-«-!•* F fo r«>3 

(A9) 

The dots denote differentiation with respect to time t. 

Consideration of the Change of Phase. The inclusion of the 
phase change gives 

QFL=(}FS + PLXF (A 10) 

where qFS = q(xF
+,t) and qFL = q(xF~ ,t) (see equation 

(A5)). Substituting equation (A10) into (A9) yields 

T(x,t) = TF+ E ^ ^ ± l ( E „ + ^)-,x<xF(t) (All) 

where 

r, aFS r, aFS • „ ' ^ . ^n-\ • c ^ T 

El = ——,E2 = —-xF,E„ = — E„_2 + xF for n>3 
K ak a a 

(A12) 

A 
'XF\ . _ A„_2 , -^«-i 

= ?£,A2=(±) ,A„=^^+-^^xFforn>3 
a \ a / a a 

(A13) 

Note that the solution for no phase change, i.e., L = 0, is 
identical to the solution to the single-phase problem, i.e., qFL 

= qFS andii,, = C„ and T{x,t) = Ts(x,t). Therefore 

nx.t) = TAx,t) + - t (XF X)" 
c ~x n\ 

A„,x<xF(t) (A14) 

where 7^ (x,t) is the solution to the single-phase problem. It is 
emphasized that equation (A 14) is a general result valid for all 
wall temperature variations for the one-dimensional Car­
tesian geometry. Similar results can be derived for other 
geometries. 

Equation (A 14) may be written in the form 

T(x,t) = Ts(x,t)+- L^GAI- — ) ,xsxF(t) (A15) 
<•' „ = l V XF' 

where 

xF. 

G,,=x'/,An/nl 

A P P E N D I X B 

(A16) 

Temperature Distribution for the Trajectory, JC,, = 2X. 

Using xF = 2X \lat and equations (A13) and (A16), we 
obtain 

G, =2X2, G2 = 2 \ 4 , G, = - -X 4 + -X 6 , GA = -Xfi + - \« 

G s 4 4 + i , » , G 6 4 - ? 4 ^ 15 

°--S + l " " - S x , , + 55x" 

45 
(Bl) 
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We now define H„ such that 

n=i 

and obtain 

Eo.(>-i)"-E<-^.(i)" (B2) 

H0 = Xfire*2 erf X, / / , = 2X2 e^2, H2 = 0 

/ / 3 = - - X 4 e A 2 , / / 4 = 0 

Equations (A15), (B2), and (B3) yield 

T(x,t) = Ts(x,t)+ - v ^ X e ^ e r f X M - -^-^-),x<xF(t) 
c \ erf X / 

(B3) 

+ n(n — l)aAn_2+nbA„„l +cAn+PA„ + l -n(n + l)aaA„ 

-(n + l)baA„+l] 

Simpler Result for the Spherical Geometry. Simpler results 
can be obtained for the spherical geometry when P = 0. 
Assume 

T{r,t)= E -T ~ ( ^ - r ) M „ ( 0 (C6) 

The boundary conditions give 

A0 = 7>/>, ,4, = — rFqFL - TF (CI) 

(B4) 

A P P E N D I X C 

Exact Solution of a More General Inverse Conduction 
Problem 

General Considerations. The problem considered is that of 
conduction over the finite interval 0 < r < rF(t). A heat 
generation term Q(t) and a convection term with parameter 
P(t) are also included in the analysis. Although P and Q are 
taken to be uniform here, spatial variations could be ac­
commodated by using a power series in (/> — r). The problem 
is governed by 

1 d / dT\ dT -P dT 
a,Tr('J,Tr)=-3i-FrTr-Q ( C 1 ) 

where n = 0, 1, 2 for the slab, cylinder and sphere, respec­
tively. The boundary conditions are T(rj-J) = TF and q(rjj) 
= QFLW', this is an inverse problem. The temperature 
distribution T(r,t) is obtained by expanding in a Taylor series 
about/- = rF(t) 

T(r,t)= £ —(rF-r)"A„(t) (C2) 

The first two coefficients are found from the boundary 
conditions to be 

Substituting into the differential equation, equation (CI), 
gives 

(C8a) A2 = —\rFAx+AQ-Q\ 
a 

1»+2= — [rFA„ + l+A„], forn;z.l (C86) 

Application to the Phase-Change Problem. The inclusion 
of the phase-change gives (for a liquid region 0 < r < rF(t) 
and a solid region r a: />(?)) 

qFL (t) = -ks — l,=,f(,) +pLrF (C9) 

Thus, knowing Ts(r,t) and rF(t), equations (C2), (C3), and 
(C5) can be used to find T(r,t). If there is no convection, i.e., 
P = 0, T(r, t) can be decomposed into the form 

nr,t) = -f-TsU-Z-r,t)+-F(r,t) 
k \^ a / c 

(ClOa) 

where 
1 

F(r,t)=Yi-ArF-r)nA„U) (C106) 

&ndA„(t) are given by equations (C5) with A 0 = Oand^li 
fF/u. Two examples will now be considered. 

A0 = TF,Ai= -J^QFL (C3) 

The remaining coefficents are found by substituting equation 
(C2) into equation (CI). A useful relation is 

r"=a(rF-r)2+b(rF-r)+c (C4) 

where 

for a slab, n = 0, a = 0, b = 0, c = 1 

for a cylinder, n = l,a = Qyb = —l,c = tF 

for a sphere, n = 2, a = 1, b = —2rF, c = rF 

The following relations are obtained 

A2= —[crpA^+PA^cQ-baA^ (C5a) 
ca 

A3= — [brFA | + crFA2 + cAt+PA2-bQ 
ca 

-2aaAl-2baA2] (C5b) 

2 r 1 . 1 • 
A4= — arFA, + brFA2 + - crFA3 +bAx + ~cA2 

cat 2 2 

Cylindrical Geometry With rF = 2X(at)l/1. Substituting rF 

= 2\(at)l/2 into equation (C10) 

Al=(.at)-yl 

/ t 2 = ( x 2 + ^ ) ( a / ) - ' (Cll) 

Define G„ = \ln\ rF"A„ so that equation (C10a) then 
becomes 

T(r,t) = Ts(r,t)+-tGn^-^)" (C 1 2) 
rF> 

where G,=2X2 

1 ' 3 1 
+ -PA3-aQ+ -3aaA2- ~baA3 

1 

(C5c) 

for n>2,A„+2= — [n(n — l)arFA„_l +nbrFA„+crFA„ + ] 
ca 

2 2 4 
G 3 = ^ + ^ + - X * (C13) 
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Note that 

Ei(-\2)-Ei(-ri2) 

y , 1 :d"[Ei(-\2)-Ei(-V
2)] 

= X- 2 e" 

i; = 0 

^2 

dri" v = \ 

- ( ' - T W ' - T ) '-**-*>• 

-o-^)"<^^-i-*-i-) 
[?.o-('-^) 

2 k , - 3 k " l + • • • 

G, =mi2m-1 

G2= -m2TA'"-2 
2 2 

G 3 = - W 3 T 6 ' " " 3 + - W ( W - 1 ) T 4 ' " - 2 

6 6 

G 4 = ^ - W 4 T 8 ' " - 4 + ^ W 2 ( W - 1 ) T 6 ' " - 3 

24 8 

G5 = m5Ti0m-s+ —m3(m-l)TS'"~4 

5 120 20 

+ W ( W - 1 ) ( W - 2 ) T 6 ' " - 3 

120 

(Dl ) 

= - X " 2 e -

Thus, equation (CI2) becomes 

T=TS+- X2ex2 [£•/( - X 2 ) - £ / ( -v2)] 
c 

(C14) 
1 

720" 
m^ (m — 1 WlOw 5 ' + — OT4(W-1)T" 

72 

+ W 2 ( W - 1 ) ( 7 W - 1 1 ) T 8 ' " - 4 

720 
(CI5) Now define 

Spherical Geometry With rF(t) = 2\(at)in. Substituting 
rF(t) = 2 X ( a ? ) l / 2 into equation (C8) with A0 = 0 a n d / t , = 
(l/a)rFrF gives 

^ 1 = 2 X 2 

A2=2\Hat)-U2 

^ 3 = 2 X 4 ( a O _ 1 

, 4 4 = ( 2 X 5 - X 3 ) ( a O ~ 3 / 2 

The liquid temperature is given by 

r ( r , 0 = r , (r,t) + - 22 — A„ 
c „ = i " ! ' 

i x ( i -S)" = £(-XT//„ c* \ » 

* F ' „ = 0 

and CT=T2'"-1 

(D2) 

(D3) 

and obtain 

(C16) 

= 7-,(r,0+- £ (-1)" + 1 (-)"#„ 

Solving for the / / „ yields 

/ / 0 = 2X 2 ( l+X7r 1 / 2 e x 2 erfX) 

/ / ! = 2 X 4 e x 2 

i / , = 0 

(C17) 

(C18) 

H0=m(j\\ + — (4m-l)o+-j(6m-l)(6m-2)o2 

+ ^ - (8/M - l)(8/w - 2)(8w - 3)CT3 + . . . 1 

Hl=T-mmo\\ + — ( 3 W - 1 ) < T + - J ( 5 O T - 1 ) ( 5 W - 2 ) ( T 2 + . . .1 

/ / 2 = x 7 T - 2 ' " W C T 2 r ( 2 w - l ) + — (4m-l)(4m-2)o+. . . 1 
2! 

1 

37 

Thus, equation (CI7) becomes 

r ( r , 0 = r j ( / - ) 0 + ^ 2 X 3 e x 2 [ 7 r 1 / 2 
1 2 

erf X - — e " x + 
X 

/ 5 = -ryi" mo-

^ K m - I H — ( 3 / w - l ) ( 3 / n - 2 ) ( 7 + . . . 1 

m ( 7 3 r ( 2 w - l ) ( 2 w - 2 ) 

+ — ( 4 m - l ) ( 4 w - 2 ) ( 4 / w - 3 ) a + . . . 1 

( /M- l ) ( /77-2) 

1 - 2 
- ir e r f JJ H e " (C19) 

A P P E N D I X D 

Substituting xF = f" into equations (A13) and (A16) gives 

+ — ( 3 w - l ) ( 3 w - 2 ) ( 3 w - 3 ) ( T + . . . 

H6 = — T" 6 ' "ma 4[(2m - l)(2m -2)(2m - 3) + . . . ] (D4) 
6! 

Equat ions (16a) and (16£>) may be obtained from these 
relations. 
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1 Introduction 

Combined Analysis and 
Optimization of Extended Heat 
Transfer Surfaces 
This study presents an efficient numerical method to discover the optimal shape for 
a fin subject to both convective and radiative heat loss. Problem formulation is a 
finite element approximation to the conduction equation embedded within and 
solved simultaneously with the shape optimization problem. The approach handles 
arbitrary equality and inequality constraints. Grid points move to conform to the 
fin shape during the problem solution, reducing the number of elements required in 
the solution. 

Extended surfaces are widely used to increase convective 
and radiative heat transfer to a surrounding medium. One of 
the most common methods for accomplishing this task is the 
use of fins. Alternative statements of the single fin op­
timization problem are: For a given heat dissipation rate find 
the geometric shape that minimizes the material volume, or 
determine the maximum heat dissipation for a given amount 
of material [1]. In either case, if the governing partial dif­
ferential equation and boundary conditions are nonlinear, the 
optimization problem is very difficult to solve by variational 
formulations. The procedure proposed in this paper involves 
simultaneous numerical solution of the temperature field, 
using a finite element approximation, and the optimization of 
values of the parameters defining the fin geometry. As the 
optimization proceeds, the geometry of the fin changes, and 
the finite element mesh or grid within the domain of the fin is 
reinterpolated. The methodology presented is not limited to 
extended surface heat transfer, but rather it can be applied to 
a class of problems where the design variables define the 
geometry of the system and the state of the system can be 
described by elliptic partial differential equations. 

2 Analysis of Heat Transfer From Extended Surfaces 

Heat transfer from an extended surface can be described by 
the governing equation for energy conservation. The fin 
geometry is presented in Fig. 1. 

d / dT \ d / dT \ 

dx V dx / dy V" dy 

/ dT dT \ 

< ( • 

dx 

dT 

T=Tn 

dx 

dy 

dT 

) - ' 

(x,y)£TBCUTCD 

(x,y)£TAB 

(x,y)ZTDA 

(1) 

(2) 

(3) 

(4) 

where T(x) is the temperature distribution inside the fin, Q the 
internal heat generation rate, k is the thermal conductivity, T0 

is the fin root temperature, lx and ly are the direction cosines 
of the surface, and q is the heat dissipation due to convective 
and radiative heat transfer along the surface of the fin. 

The surface flux for a single fin is given by 

<7 
hc{T- Tc) 

(5) 

(6) 

qr = hr{T- Tr) (7) 

hr = eaiT2 + Tr
2)(T+ Tr) (8) 

where hc and hr are the convective and radiative heat transfer 
coefficients for temperatures Tc and Tr. Note that the 
radiative term, hr, is a function of the temperature of the 
environment and the temperature of the fin. 

3 Review of Previous Work on Optimization of 
Extended Surfaces 

The optimal fin literature deals mainly with the problem of 
finding the maximum heat dissipation for a given mass of fin. 
While the bulk of the work deals with single fins, some work 
has been done with arrays. Most of the previous work in fin 
optimization employs one-dimensional lumping [1, 2] to allow 
for the approximation of unidirectional heat flow in thin fins. 
Usually, the temperature is assumed to be uniform over the 
base of the fin; however, as shown by Suryanarayana [3], this 
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Fig. 1 Schematic representation of the fin and coordinate system 
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may not be true in real fins. There are two-dimensional effects 
leading to a variation in root temperature which can then 
affect the value of the heat dissipation calculated. Therefore, 
the literature assumes the thin fin approximation where the 
fin has a small width-to-height ratio. 

For a conductive fin with convective boundary conditions, 
Schmidt [4] proposed the first optimal fin solution by 
assuming that the temperature profile is a linear function of 
distance from the root of the fin. For a constant convective 
heat transfer coefficient, the resulting optimal profile is a 
concave parabola. Using variational methods Duffin [5] 
proved that Schmidt's assumption was correct. Duffin also 
considered how the presence of an inequality constraining the 
length of the fin would change the solution. Wilkins [6] 
showed that for a minimum mass fin a linear temperature 
profile was only true for the case of pure convection with 
constant thermal conductivity and heat transfer coefficients. 
Analytic solutions are also available for fins having radiation 
and internal heat generation effects [7-9]. 

Using a similarity transform Wilkins [10] found a general 
solution for the minimum mass thin fin problem which could 
handle combined convection and radiation and temperature 
dependent emissivity, thermal conductivity, and heat transfer 
coefficient. Melese and Wilkins [11] found the optimal fin 
shape for the case of a spatially varying convective heat 
transfer coefficient and internal heat generation and the 
optimum dimensions for a variety of prescribed fin shapes 
(also in [41]). The problem of an optimal fin for boiling heat 
transfer is especially important because the heat transfer 
coefficient may vary by a factor of 50 over the length of the 
fin [12]. 

Cobble [13] found the optimal profile for a fin subject to 
simultaneous convection and radiation occurring along the 
boundary. By assuming that the temperature profile followed 
a power law and that both the convective heat transfer 
coefficient and the thermal conductivity were constant, the 
resulting profile for the optimal fin was a concave function, 
with a sharp edge. Cobble also suggested that a triangular 
profile could be abstracted from the optimal shape and that 
the optimal profile would at least provide a bound. Wilkins 
[14] showed that the power law approximation is true only if 
there is pure convection or if there is pure radiation to 
surroundings at absolute zero. The power law approximation 
to the temperature profile is, however, a good practical ap­
proximation. 

In the manufacture of fins there are practical design 

constraints that must be satisfied. One could select a desired 
shape and then find the optimal dimensions for that profile. 
For example, Razelos and Imre [15] require that their annular 
fin have a trapezoidal profile with only convective heat 
dissipation. Razelos and Imre dealt with circular fins ex­
clusively but allowed for a variable heat transfer coefficient 
and thermal conductivity. Another form of constraint 
requires a minimum material thickness. Barnes [16, 17] used a 
variational formulation to study the effects of constraints on 
the maximum and minimum thickness of a convective fin. 

Dhar and Arora [18] discuss arrays of fins, where the 
formulation included the effects of the space between the fins. 
The formulation also allowed for constraints on the fin root 
width. Dhar and Arora parametrized the profile of the fin 
and used a Fibonacci search to find the optimum shape for the 
fin. The tradeoff between spacing of the fins and the length of 
the individual fins is shown to be very important for 
maximizing the heat dissipation from the assembly. Op­
timization of fin assemblies, combined with the previously 
mentioned problem of a variable root temperature, suggests 
that more realistic answers to the minimum mass fin problem 
will require consideration of two-dimensional effects [19]. For 
example, when radiation effects are important, heat transfer 
can take place between the fin surface, the base surface, and 
adjacent fins [20]. 

One obvious conclusion, from even a cursory examination 
of the literature, is that it is very difficult to formulate a 
general optimization approach that also enables the in­
corporation of practical design constraints. Profiles deter­
mined by variational methods, although satisfying the 
analysis and optimization problems exactly, present many 
difficulties. For example, the geometric fin shapes from these 
methods tend to be difficult to manufacture since the profiles 
are often very complicated mathematical functions. For 
classical optimal fin shapes mechanical problems arise due to 
the fragility of the sharp ends. 

A more general approach should have some of the 
following characteristics: 

1 simultaneous convective and radiative heat transfer from 
the fin surface; 

2 variable thermal conductivity (as a function of tem­
perature or position); 

3 variable heat transfer coefficient (as a function of 
position); 

4 heat generation within the fin; 
5 convection to a varying temperature; 

Nomenclature 

T, = 
MT.p.B) = 

B 
f 

g(«) 

K = 

h(«) 
H 

k = 

L = 
L = 

n x n finite element 
coefficient matrix for 
discrete approximation 
fin length (m) 
finite element forcing 
function vector 
inequality design 
constraints 
convective heat transfer 
coefficient (W/m2 K) 
radiative heat transfer 
coefficient (W/m2 K) 
equality constraints 
boundary differential 
operator 
thermal conductivity of 
fin material (W/m K) 
differential operator 
Lagrangian 

m 

n 

N, 

P(x) 

P 

Tc 

T0 

Tr 

T(x) 

= number of design 
parameters 

= number of com­
putational grid points 

= finite element shape 
functions 

= polynomial describing 
the fin profile 

= vector of design 
parameters p = (a0, 
« i , • • • ) 

= temperature for con­
vection (K) 

= temperature at the root 
of the fin (K) 

= temperature for 
radiation (K) 

= temperature at position 
x (K) 

Q 

Q 
u 

X 

z0 e 
a 

r 
a 
* 

finite element ap­
proximation to tem­
perature at node / (K) 
heat flux at the surface 
of the fin (W/m2) 
internal heat generation 
vector of field values 
and design variables (T, 
P,B) 
spatial coordinates, (x, 
y) in 2 dimensions 
fin width (m) 
emissivity of surface 
Stefan-Boltzmann con­
stant (W/m2 K4) 
b o u n d a r y of the 
computational domain 
spatial extent of the 
computational domain 
objective function 
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min 

s.t. 

Optimization Algor 

*(T.p,B) 

g(T,p,B)^0 
h(T,p,B)=0 

thm 

Objective 

Design 
Constraints 

P T 
B 

;; 
Numeric or Analytic Solut ion 

of Field Equations 

Model UT.p.B)=f(T.p,B) 
i .cb.c, H(T.p.B)=0 

(a) 

Coupled Analysis and Optimization 

of Design Problem 

min •t'tT.p.B) Objective 

s.t. g(T,p,B)£0 Design 
h(T,p,B)=0 Constraints 

L(T,p,B)-f(T,p,B)=0 Field Equations 
H(T,p,B)=0 treated as 

Equality Constraints 

(b) 

Fig. 2 Methodologies for analysis and optimization 

6 radiation to a varying temperature; 
7 variable root temperature; and 
8 arrays of fins. 

In addition there are design constraints that must be 
considered: 

1 control of the fin shape and the basic dimensions; 
2 restricted dimensions of the fin base; 
3 manufacturing limits for the fin thickness at the tip; and 
4 a fin profile that is amenable to automatic machining. 

Most of these attributes make the design problem very 
difficult to solve by classical means. 

4 Combined Analysis and Optimization 

One way to satisfy all the desirable attributes listed in the 
previous section is to formulate the fin design problem as a 
mathematical programming problem of the type 

Design Objective 

min$(T, p, B) 

s.t. 

System Model 

Model L(T, p, B) =/(T, p, B) 

Boundary Conditions H(T, p, B) = 0 

Design Constraints 
g (T ,p ,B)<0 
A(T,p,B) = 0 (9) 

where the set of variables that will be used are: T, the tem­
perature variable, p, the design variables that define the shape 
of the fin, and B, the length of the fin. The proposed method 
depends on solving the heat conduction equation by a 
numerical approximation method, which results in the solving 
of a set of nonlinear algebraic equations. The optimization 
maximizes the objective function, in this case the rate of heat 
dissipation. Constraints on the geometry (inequality con­
straints) and the requirement of a given volume for the fin 
(equality constraint) are also in the mathematical program. In 

a variational formulation the objective function to maximize 
the heat transfer is very simple. In reality, the design objective 
function could be augmented to reflect the tradeoff between 
better heat transfer and manufacturing certain shapes of fins. 
In a numerical optimization procedure one can have this more 
complicated objective function that can reflect the profit of 
more heat transfer against the cost of having certain 
parameters for the shape of the fin. 

Note that since some of the optimization variables are 
geometric parameters of the domain, every time the problem 
is solved the approximation basis is changed completely. In 
our system we have a governing partial differential equation, 
boundary conditions and some domain of interest. This in­
formation plus some knowledge about the physical properties 
(parameters) is enough to perform an analysis. Design 
requirements, expressed through equality or inequality 
constraints, will usually be needed to complete the problem 
definition if the goal is optimization of the system per­
formance. 

The optimization and analysis procedures can be one 
master problem, or two procedures passing information 
between the optimization and the analysis. Both options are 
shown in Fig. 2. 

In practice there are several reasons to couple analysis and 
optimization and to be able to calculate the values of the 
design parameters and the values of the state variables that 
satisfy the governing equations. Optimization criteria and 
design constraints depend upon the solution of the field 
variables. Toward a more automated procedure, the works of 
Cryer [21] and Pironneau [22] handle free boundary 
problems, which are design problems as the boundary must 
satisfy a given constraint. Cryer approximated the free 
boundary as a polynomial expression and solved for the 
parameters by iterating on a free boundary constraint. 
Pironneau used optimal control theory. Botkin [23] and 
Bennett and Botkin [24] present an integrated system for 
solving the minimum mass problem of structural design. 
Structural load requirements and allowable stress levels are 
the design constraints (inequalities), and the design variables 
are the boundary shape parameters. Further work in the field 
of structural optimization may be found in [25] and [26]. The 
COPES/CONMIN system [27-29] is an example of the ap­
proach shown in Fig. 2(a). In this system the optimization is 
carried out using a feasible directions algorithm. This method 
requires a user-supplied subroutine which can analyze a 
system for a particular set of design parameters. 

Simultaneous optimization and analysis procedures are 
based on the recognition that the analysis equations can be 
considered to be equality constraints. Chao [30] applied this 
idea to structural optimization using the Han method, which 
is an infeasible path approach to optimization. The equations 
from the finite element approximation are equality con­
straints in the mathematical program. This approach is 
represented in Fig. 2(b). This formulation handles inequality 
constraints directly as part of the overall optimization 
problem. 

Rizk [31] also shows an example of a simultaneous ap­
proach. While iterating the analysis equations, the objective 
function is updated, and information is provided to move the 
values of the design variables. Rizk's method does not easily 
handle inequalities, however. 

5 Numerical Approach to the Heat Transfer Problem 

While there are many procedures for solving for the 
temperature distribution, a finite element approach based on 
a Galerkin formulation and integration by parts was used in 
this work to obtain a discrete representation. The resulting set 
of nonlinear algebraic equations are of the form 

HCT,P,B)][T) = {/} (10) 
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3a Initial Mesh 

> 

x 
3b Final Mesh 

> 

Fig. 3 Evolution of the mesh from a starting approximation to the final 
optimal form for the fin 

u ^ in \ dx dx dy dy > 

+ L\r(
hc+hr)NiNjdT (11) 

f< = D Jn
 N'QdQ + E J r N,{hcTc + hrTr)dT (12) 

(note that the algebraic equations are equality constraints in 
the optimization problem) where T is the vector of nodal 
temperatures, and N,-,_,- are the finite element shape functions. 
The usual linear finite element approximation for a two-
dimensional shape [32-33], based on a typical mesh as shown 
in Fig. 3, is given by 

T = ^N^yWi 

N, = — {aj + 0,x + y,y) 

(13) 

(14) 

where ah /3,, and 7, are the finite element mesh coefficients. 
The following assumptions are made in the formulation: 

1 within an element, the thermal conductivity k is a con­
stant; 

2 Tc and Tr are constants; 
3 the heat generation, Q, is a constant within an element; 
4 the emissivity, e, does not change along the length of the 

fin; 
5 in the finite element approximation, the heat transfer 

coefficient hc varies linearly along the edge of an element; and 
6 the integrals along the boundary use a linear variation in 

temperature. 

The nonlinear radiation integrals were integrated by sub­
stituting equations (8), (13), and (14) into equations (11) and 

(12). The resulting expressions can be integrated by using 
analytical formulas available for integrating functions in area 
coordinates [32]. The detailed equations are available in [43]. 

The finite element equations define a coupled set of 
nonlinear equations for analysis. If there were fluid flow 
around the fin, then interaction between the fluid and fin 
would be reflected in the boundary conditions through hc and 
Tc. If there is significant heat flow through the tip of the fin, 
then the fin tip surface integral could be included in the finite 
element formulation. 

6 Optimization Algorithm 

As shown previously the basic mathematical form for many 
design problems is the general nonlinear programming 
problem. 

min <J>(u) 

s.t. g(u)<0 

h(u) = 0 (15) 

where for the fin design problem the vector of variables, u, 
would the set (T, p, B). 

In this work the fin optimization problem will be to 
maximize the amount of heat dissipated for a given mass of 
material. 

*(u)=ji qdY (16) 

The parameters defining the boundary of the fin are the 
design variables, for example for a linear polynomial giving a 
trapezoidal shape, 

p(x) = a0+a]x (17) 

p = («„,«,) 08) 

The equality constraints in the nonlinear program are the 
finite element equations (10) and the equality constraint 
specifying a given volume of material for the fin. The 
inequalities are design constraints, such as the length of the 
fin must be less than some set length (which is a simple 
bound). 

min 

s.t. [A\[T)-[f]=0 

l\ p(x)dx-Ap=0 

g(p,T,B)<0 

h(p,T,B) = 0 

(19) 

(20) 

(21) 

(22) 

(23) 

Consider Fig. 2(o). For a given set of parameters defining 
the boundary the finite element equations describe the heat 
flow, and determine the nodal temperatures. The op­
timization algorithm searches for the design variables, which 
are the parameters defining the boundary, to give the 
maximum heat dissipation. In effect the optimizer, for each 
trial shape, requests a solution of the finite element equations 
to determine the heat dissipation. 

An alternative approach is shown in Fig. 2(b). The finite 
element equations become nonlinear equality constraints for 
the general nonlinear mathematical program. In other words\ 
the finite element equations describing the heat flow are 
converged simultaneously as the design variables are driven to 
their optimal solutions. 

The final equations used in the nonlinear program are given 
by (19-23). The objective function (19) is simply the integral 
of the heat flux over the surface of the fin. Equation set (20) is 
given by equations (10-12) and are taken directly from 
standard finite element texts. The constraint on the profile 
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given by (21) is simply the sum of the areas of the elements. 
The only inequalities used presently are bounds on the fin 
length. Any set of finite element equations that satisfies the 
governing equation may be used as a set of equality con­
straints in the optimization. 

The technique chosen in this work to solve the nonlinear 
program is the Han algorithm. The Han method is a relatively 
complicated approach compared to penalty function methods 
or feasible path methods. However, it has a number of ad­
vantages over other methods: It handles equality and 
inequality constraints automatically, has superior con­
vergence characteristics, may start from an infeasible point, 
and may be reformulated to reduce the number of op­
timization variables by using the equality constraints [34]. The 
implementation [35] employed in this study used a robust 
quadratic programming package, QPSOL [36], to solve the 
quadratic programming subproblems. The method is also 
available in the Harwell library as VF02 [42]. 

Han [27] suggested that the nonlinear optimization could be 
solved by solving a series of successive quadratic ap­
proximation program subproblems 

Table 1 Fin Parameters for example problems 

min V*(u)rd+'/2drBd 

s.t. g + V g r d < 0 

h+ Vh rd = 0 

where 

(24) 

(25) 

(26) 

d = u ' + l - u ' (27) 

The matrix B is an n x n approximation of the Hessian 
matrix of Lagrangian function 

L ( u l M ) = #(ii) + /i7g(u) + iJ
7'li(u) (28) 

where /x and rj are the Lagrange multipliers for the active 
inequality constraints and equality constraints, respectively. 

Powell's [38] modification of Han's work uses a quasi-
Newtonian method to update the Hessian approximation as 
the optimization proceeds. Further operational details about 
the method and its implementation are described in [39-40], 

The Han method is an infeasible path method. This means 
that as the optimization proceeds the equality constraints are 
not necessarily satisfied at every iteration of the algorithm. 
However, it also means that we may start with an infeasible 
starting point. 

7 Results 

Two problems are presented to demonstrate the proposed 
approach. The first problem is a comparison against a 
solution obtained using a similarity transform on the 
governing partial differential equations leading to an ordinary 
differential equation that was solved numerically. Our for­
mulation was written to solve the problem of maximizing the 
heat dissipation for a given mass of fin. The alternative is to 
minimize the mass of material for a given heat dissipation. 
The physical properties used are presented in Table 1. These 
values were used for both problems and are based on the 
parameters in [13]. The calculations were done in FPS units 
and have been converted to SI units. 

Problem 1. We wish to determine the optimum 
trapezoidal fin with specified minimum thickness, w, with the 
only mode of heat dissipation being radiation to free space. 
Further, we specify that the half-fin tip thickness, w, be 
1.2698 x 10~3 m. 

Wilkins [10] has solved this class of problem and has 
presented graphs to do this calculation. Wilkins solves the 
problem of minimizing the profile area of the fin for a given 
heat dissipation. If we require that 293.1 W be dissipated we 
can calculate the optimum trapezoidal fin dimensions for a 
specified fin tip size. We solve the alternate formulation, 
maximizing the heat dissipation for a given profile area of the 

Table 2 

q[W] 

Ap[m2] 

S[m] 
" 0 

a\ 

O 15.0 n 
O I 

X 10 .0 -

E 
4-r 5.0 
sz 
S> 
0) 
I 0 .0 J — 1 -

hc = 5.677 W / m 2 K 
e = 0.95 

7'0 = 555 K 
k = 34.61 W/mK 

Z0 = 0.3048 m 

Optimal fin geometry values for Problem 1 

Wilkins This work 
293.1 293.0 

(specified) 
2.0345 x 10 " 3 2.0345 X 10 ~3 

(specified) 
0.1742 0.1686 

1.2698 X 10 3 1.2698 x 10 ~3 

(specified) (specified) 
0.05248 0.05651 

Cobble solution 

/ Linear solution 
\ . / 
____^C^ \ 

^ • '• ' f" i i ~ i r ^ — i 

0.00 0.20 0.05 0.10 0.15 

Length, m 
Fig. 4 Cobble's optimal fin solution, and the optimal linear surface fin 

fin. Using the optimal area found by Wilkins' method, we 
calculate the maximum heat dissipation, and the dimensions 
for the optimal fin. The results are presented in Table 2. 

Note that our answer for the heat dissipation and for the 
values of the shape parameters are very close to that 
calculated when one uses Wilkins' method. We are using a 
finite element approximation of only 20 triangular elements to 
calculate the temperature profile within the fin, and are 
calculating the gradients of the objective function and con­
straints by finite differencing. The difference in value for the 
slope of the fin suggests the numerical approximation 
procedure is more sensitive to the height of the fin than to the 
slope of the surface. The difference in the fin length deter­
mined by Wilkins' methods and by the present optimization 
scheme is about 3%. Possible sources of numerical error for 
the fin length discrepancy include: gradients determined by 
perturbation, piecewise linear temperature profile assump­
tions, and optimization termination criteria. 

From a practical point of view it is also important to note 
that the starting guess for this solution was purposefully 
crude. We set a0 = 3.48 x 10~4, and a{ = 0 (a rectangle), 
and the initial height was 0.1524 m, with the initial tem­
perature profile approximated by a linear function from 555 
K to 333 K. Thus one can start the design from an infeasible 
starting point, even using the wrong shape. There were the 
equality constraints for the finite element approximation and 
two equality constraints specifying the profile area and the fin 
tip size. 

Problem 2. We wish to determine the optimum 
trapezoidal fin with specified minimum thickness, with heat 
dissipation from combined convection and radiation. We 
shall resolve Cobble's [13] problem where Tc = 289 K and Tr 

= 250 K. This work was corrected by Wilkins [14] but the 
corrections to the actual results of the particular problem were 
slight. 

Again the problem solved by Cobble was to minimize the 
profile area for a given heat dissipation. For a heat dissipation 
of 293.1 W, Cobble's profile is presented in Fig. 4. The fin has 
W = 0.010414 m, B = 0.17137 m, and Ap = 1.048 X lO"3 

m2. The problem was solved using the finite element/Han 
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approach requiring the same profile area as Cobble's 
solution, a fin tip of 3.048 x 1 0 6 m, and a linear profile for 
the fin leading to a triangular shape. 

The resulting fin solution dissipated 269.7 W and the 
parameters for the trapezoid were: B = 0.19141 m, a, = 
2.78092 x 10~2 ,«0 = 3.048 X 10-6 . This solution is plotted 
in Fig. 4. 

In both of the sample problems there were inequality 
constraints, though they were set loosely enough that they did 
not affect the final solution, i.e., they were not active at the 
final solution. The use of simple bounds and inequalities is 
recommended even for problems where the final answer is not 
on one of these bounds because they can prevent problems 
during convergence of the optimization. Of course, one could 
set any inequality bounds or constraints that one needs, since 
the Han algorithm will be able to activate them as required. 

These results show that this procedure could provide a 
convenient way of finding geometrical values to domains 
where transport occurs. The finite element approximations 
also provide values of the temperatures within the fin. The 
polynomial defining the boundary does not have to be a 
simple linear expression, but could be a higher-order 
polynomial. One must recognize, however, that with higher 
order profile shapes there will be a higher error in calculating 
the heat dissipation on the boundary due to the linear tem­
perature approximations used. This may be compensated for 
by increasing the number of nodes within the domain, at the 
price of higher computational cost. 

8 Conclusions 

A method has been presented to solve the optimal fin design 
problem for a prescribed surface polynomial. The method 
uses a finite element approximation to calculate discrete 
values for the temperature profile within the fin. Values of the 
temperatures at the nodal points, the length of the fin, and the 
polynomial coefficients are calculated for at the same time 
using a Newton-like method. Design constraints, both 
equalities and inequalities, can be handled easily. 
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Inclination-Induced Direct-Contact 
Melting in a Circular Tube 
Melting of a phase-change medium encapsulated in a circular tube was investigated 
experimentally at a succession of tube inclinations relative to the vertical. It was 
found that repeatable and continuous direct contact of the melting solid with the 
tube wall was established at an inclination of about 15 deg and that further increases 
in inclination had virtually no effect on the melting results. Direct contact gave rise 
to substantial enhancements (up to a factor of two) in the amount of melted mass 
and in the energy transfer, relative to those for natural-convection-dominated 
melting (e.g., for the vertical tube case). The energy transfer was subdivided into 
two components, the latent heat supplied to the melting interface and the sensible 
heat stored in the liquid melt, and a general correlation of the two components was 
achieved. With regard to the pattern of melting, it was observed that the con­
tinuous-contact mode was preceded by a period of partial contact. During that 
period, the solid was tipped toward the wall while pivoting about its lower edge. 

Introduction 

In the melting of a solid which is encapsulated in a closed, 
heated container, the rate of phase change is governed by the 
ease with which heat can be transported from the wall of the 
container to the solid-liquid interface. In traditional 
analytical models of melting, it was assumed that conduction 
across the liquid melt was the sole means by which heat was 
carried from the wall to the interface. More recent work, 
encompassing both experiment and analysis, has demon­
strated the key role played by natural convection in the melt 
layer in the wall-to-interface heat transfer. These studies have 
documented the marked increase in the melting rate that 
accompanies the presence of natural convection. 

Another mode of melting may be identified in which the 
melting solid is pressed against the container wall by its own 
weight, enabling the heat transfer to occur over a very short 
distance and, therefore, at a high rate. This mode of melting 
may be termed the direct-contact mode although there is, 
necessarily, a thin liquid film between the container wall and 
the melting solid. Such a film exists because of the continuous 
production of liquid by the melting process. The liquid 
produced by the melting is continuously squeezed out of the 
direct-contact zone by the force which presses the solid 
against the wall. 

Both the natural convection and direct-contact heat transfer 
modes are significantly affected by the orientation of the 
container in the gravity field. In elaborating this issue, it is 
appropriate to focus attention on the specific type of con­
tainer to be investigated here, namely, a cylindrical tube of 
length-diameter ratio much larger than one. When the tube is 
vertical, the melting solid is a tapered vertical cylinder, with 
its diameter decreasing from bottom to top and with its axis 
coinciding with that of the tube. In this case, there is no direct-
contact melting, and natural convection conveys heat from 
the tube wall to the melting interface. 

When the tube is inclined relative to the vertical, a com­
ponent of the gravity force acts to press the melting solid 
against the tube wall, provided that the density of the solid 
exceeds that of the liquid. The pressing force will increase as 
the inclination increases and, correspondingly, the thickness 
of the liquid film should decrease, giving rise to higher rates 
of melting. Thus, a succession of tube orientations which start 
with the vertical and proceed toward larger inclinations 
should be characterized by a transition from melting con-
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trolled by natural convection to melting controlled by direct 
contact. 

The work to be described here is, seemingly, the first 
systematic experimental study of the transition between 
melting controlled by natural convection and by direct 
contact. The melting rates for the natural convection case 
serve as a baseline for the identification of the enhancement in 
melting due to direct contact. The experiments were per­
formed using a copper-walled circular tube filled with a high-
purity paraffin (99 percent pure n-eicosane) to yield a 
length-diameter ratio of approximately 5:1. In a sequence of 
experiments, melting was first investigated with the tube axis 
vertical (natural convection case) and then at a succession of 
nonvertical orientations characterized by the axis inclined at 
angles of 5, 10, 15, 20, 25 deg to the vertical. At each 
orientation, data were collected over a range of melting times 
(up to a time at which about 90-95 percent of the solid was 
melted). Melting was initiated and maintained by the ap­
plication of a step-change increase in the tube wall tem­
perature. Two different tube wall temperatures were em­
ployed during the course of the work, one yielding a slow rate 
of melting and the other a rapid rate of melting. All of the 
experiments were performed with the solid at its phase-change 
temperature prior to the initiation of melting. 

Four types of measurements were made for each data run. 
One of these yielded the melted mass, from which the energy 
stored as latent heat was deduced. The second provided the 
bulk temperature of the liquid melt and, thereby, the energy 
stored as sensible heat. The measurement of the tube wall 
temperature distribution at intervals during the data run and 
of the shape of the unmelted solid yielded information about 
the mode of the melting and its dependence on inclination. 

Prior studies of direct-contact melting have dealt with 
containment configurations of fixed orientation in the gravity 
field, namely, the horizontal cylinder [1,2] and the sphere [3]. 
Furthermore, in none of these studies was a natural con­
vection baseline case established (by constraining the melting 
solid and thereby preventing its gravity-related contact with 
the wall). Therefore, the extent of the enhancement in melting 
due to direct contact has not heretofore been established. In 
[4-6], natural-convection-controlled melting in a horizontal 
cylinder was achieved by constraining the melting solid, but 
the corresponding direct-contact (i.e., unconstrained) mode 
was not investigated. Melting in a vertical tube, which, as a 
matter of course, is controlled by natural convection, was 
investigated in [7]. 

Journal of Heat Transfer AUGUST 1985, Vol. 107/533 
Copyright © 1985 by ASME

  Downloaded 18 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Experiments 

Experimental Apparatus. The main components of the 
experimental apparatus included a containment tube, a 
constant-temperature water bath utilized in establishing the 
thermal state of the solid prior to melting, a second constant-
temperature water bath which served to impose a preselected 
temperature on the wall of the containment tube during 
melting, and appropriate instrumentation. The essential 
features of these components will now be described. 

The containment tube consisted of three parts: an open-
ended, thin-walled copper cylinder and caps used to close the 
respective ends of the cylinder. The copper cylinder was 39.4 
cm in overall length, with an internal diameter of 5.08 cm and 
a wall thickness of 0.160 cm. When the containment tube was 
situated in either of the aforementioned constant-temperature 
water baths, the cap which closed the lower end of the cylinder 
was in contact with the water, while the upper end cap 
protruded above the water surface and did not contact the 
water. Both caps were made of insulating materials to 
minimize thermal end effects. 

The lower end cap fulfilled the dual functions of an in­
sulating barrier and a seal against the intrusion of water into 
the tube. It consisted of a 3.8-cm-long polystyrene cylinder 
bonded to a Teflon base that was grooved to house an O-ring 
which sealed by contact with the inner surface of the copper 
cylinder. The full length of the polystyrene penetrated the 
copper cylinder, and only the lower portion of the Teflon base 
interfaced with the water. A small clearance was allowed 
between the polystyrene and the tube wall to accommodate an 
impermeable plastic wrap which covered both the top and the 
side of the styrene. The wrap provided a smooth, im­
permeable lower boundary for the paraffin phase-change 
material (in contrast to the porous, slightly rough surface of 
the polystyrene). 

The upper end cap was a polystyrene cylinder which per­
formed its insulating function by penetrating into the tube by 
about 5.7 cm. The polystyrene was covered by a self-adhering, 
impermeable plastic film. An air gap of 5.3 cm was allowed 
between the lower face of the cap and the upper surface of the 
solid-phase paraffin in order to accommodate the melting-
related increase in the volume of the paraffin (i.e., volume 
increases due to solid-liquid phase change and subsequent 
superheating of the liquid). This gap size was sufficient for all 
of the investigated inclinations. The air displaced from the 
gap during the melting period by the aforementioned volume 
increases exited the tube through a small clearance that had 
been left between the cap and the tube wall. 

To facilitate its suspension in either of the constant-
temperature water baths, the containment tube was fitted with 
trunnions at its upper end. The suspension arrangement 
allowed for the lowermost 33 cm of the copper cylinder to be 
immersed below the surface of the water in the vertical 
orientation, while the lowermost 31.5 cm were immersed at 
the largest investigated inclination (25 deg to the vertical). At 
all inclinations, the water fully enveloped all portions of the 
tube containing paraffin. 

The wall temperature of the copper cylinder was measured 
by a total of ten 30-gage, Teflon-coated, chromel-constantan 

thermocouples. These thermocouples had been calibrated 
prior to their installation in 0.076-cm-deep grooves machined 
into the outer surface of the cylinder. Seven of the ther­
mocouples were deployed in-line along the downfacing side of 
the tube (in the inclined orientation), while the other three 
thermocouples were deployed along the upfacing side. The 
emfs of these thermocouples, as well as of those situated in 
the water baths, were read to 1 //V. 

To attain a well-defined thermal state for the solid prior to 
the onset of melting, the containment tube and its charge of 
solid paraffin were suspended vertically in an agitated con­
stant-temperature water bath. The bath was a large plexiglass-
covered polyethylene tank equipped with a temperature 
control/water circulation unit. The set point of the tem­
perature controller was adjusted to yield a thermocouple-
monitored water-bath temperature just below the melting 
temperature T* ( = 36.3°C) of the n-eicosane paraffin used in 
the experiments. 

A second constant-temperature water bath served as the 
thermal environment for the containment tube during the 
melting experiments. This water bath imposed a step-change 
temperature increase at the tube wall at the onset of the 
melting period. The bath consisted of a 50-L stainless steel 
tank, surrounded on all sides and at the bottom by 10 cm of 
fiberglass insulation, and housed in a wooden frame equipped 
with adjustable legs for leveling. The top of the tank was 
closed by a reinforced plexiglass cover in which apertures had 
been cut to enable the insertion of the containment tube and 
two temperature control/water circulation units into the bath. 
A pair of V-blocks was positioned adjacent to one of the 
apertures to serve as a seat for the trunnions of the con­
tainment tube. Both of the temperature control/circulation 
units were operated as agitators to yield high water-side heat 
transfer coefficients (with special care accorded to the portion 
of the tube where direct-contact melting occurred). One of the 
units served to control the water temperature, and its set point 
was monitored by thermocouples immersed in the bath. Two 
different water-bath temperatures were employed during the 
course of the experiments, respectively to yield temperature 
differences (T„ - T*) between the tube wall and the melting 
point of 4.55 and 28°C (8.2 and 50.4°F). 

A fixture seated on the floor of the tank was provided to 
orient the containment tube at any desired angle of inclination 
relative to the vertical. The fixture pressed against the Teflon 
base of the lower end cap. Precise determination of the in­
clination angle was accomplished with a bubble-level-
equipped protractor head held in contact with the precisely 
machined upper end face of the copper cylinder. Once the 
desired angle had been set, the fixture was locked in place to 
preserve the setting. The angle was verified at the completion 
of each data run. 

Experimental Procedure. The preparations for a data run 
were begun with the containment tube completely free of 
paraffin (the cleaning operations were performed after the 
conclusion of the preceding run). A new plastic wrap was 
applied to the polystyrene portion of the lower end cap, 
whereafter the cap was inserted into the copper cylinder and 
locked in place. Then, a fine (0.018 cm diameter) nylon line, 

Nomenclature 

c = liquid-phase specific heat 
E = energy transfer Es + Ex 

Es = sensible energy stored in 
liquid 

EA = energy absorbed at latent 
heat 

Ex, r = latent energy required to 
melt total mass 

M = melted mass 
MT = total mass of phase-change 

medium in tube 

Ste 

T„ 

r* 
t 
x 

liquid-phase Stefan number 
c{T„-T*)/\ 
bulk temperature of liquid 
tube wall temperature 
melting temperature 
melting time 
latent heat of melting 
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weighted by a small nut, was carefully lowered into the empty 
tube until the narrow edge of the nut rested on the bottom. 
The nut and nylon line served to extract the unmelted solid at 
the end of the melting run. 

At this point, the tube was weighed on a triple-beam 
balance having a 0.1-g resolution, after which it was filled 
with liquid paraffin and placed in an ice bath to facilitate 
solidification. Void formation during the freezing period was 
prevented by irradiation of the upper surface of the paraffin 
with a heat lamp set at low intensity. Upon completion of 
freezing, the upper surface of the frozen paraffin was leveled 
by contact with a heated disk which locally remelted the solid. 
The leveling operation also established the precise length of 
the frozen cylinder of paraffin (22.2 cm). 

After the leveling, the tube and its contents were weighed 
(mass of paraffin = 380 g). The upper end cap was then put in 
place, and the containment tube was inserted into the 
equilibration bath for a period of 16-20 hr. During the 
equilibration period, the temperature of the other bath (i.e., 
the melting environment bath) was maintained at the tem­
perature level corresponding to the desired value of (T„ -
T*). At the appointed time, the containment tube was 
transferred from the equilibration bath to the melting en­
vironment bath, an operation which required about 10 s. 
During the melting run, the tube wall and bath temperatures 
were read at time intervals tailored to the preselected duration 
of the run. 

At the end of the run, the upper end cap was removed and 
the unmelted solid extracted from the tube by means of the 
nylon line (in about 5 s). Then the thermocouple used for 
determining the bulk temperature of the liquid melt, taped to 
a plastic stirring rod, was inserted into the tube. With well-
practiced, vigorous stirring, a steady, uniform temperature 
could be attained in 30-45 s. The melt was then poured out of 
the tube into a storage reservoir, after which the tube was 
disassembled and thoroughly cleaned. 

The extracted unmelted solid was weighed and its height 
and surface contour measured. For the contour 
measurements, marks were scribed on the surface at intervals 
of 2.54 cm along the height, and a miter box was employed to 
section the solid (perpendicular to its axis) at the scribed 
markings. Subsequently, each cross section of the solid was 
traced on the page of a notebook. 

For each of the two fixed values of (Tw - T*), six angles of 
inclination were employed (0, 5, 10, 15, 20, and 25 deg), and a 
sequence of melting runs of different duration was made for 
each temperature difference and angle. 

Patterns of Melting 

The patterns of melting were identified by observation of 
the shape of the solid-liquid interface (i.e., the contour of the 
unmelted solid) and from the temperature distribution on the 
wall of the containment tube. Furthermore, for purposes of 
corroboration, supplementary melting runs were made during 
which the upper end cap of the containment tube was removed 
for brief periods to enable the position of the melting solid to 
be observed. The melting pattern in an inclined tube was 
found to be distinctively different from that which occurs in a 
vertical tube (and also intermittently at small inclinations), as 
will now be documented. 

As noted in the Introduction and illustrated in [7, 8], when 
the tube is vertical, the unmelted solid is a tapered vertical 
cylinder whose axis coincides with the axis of the tube and 
whose diameter decreases from the bottom to the top. The 
space between the solid and the tube wall is a melt-filled 
concentric annulus, the width of which increases in the up­
ward direction. The dominant mode of heat transfer between 
the tube wall and the melting interface is natural convection. 

The pattern of inclination-controlled melting is illustrated 
in Fig. 1. The figure shows longitudinal sectional views of a 

\ \ TUBE 
V ^ J - \ WALL 

LIQUID-
FILLED 
GAP 

-PIVOT EDGE 

(a) (b) (c) 

Fig. 1 Patterns of melting in an inclined tube 
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MELTING 
\ FRONT 

(a) TOP (b) TOP 

DOWNFACING 
MELTING 

(c)TOP FRONT 

(a) BOTTOM (b) BOTTOM c) BOTTOM 

Fig. 2 Top and bottom cross sections corresponding to the melting 
patterns of Fig. 1 

tube inclined at 25 deg to the vertical. In the figure, the (a), 
(b), and (c) diagrams respectively correspond to three times 
during the melting period, with time increasing from left to 
right. In each diagram, the dotted lines represent the outline 
of the containment tube, while the unmelted solid is contained 
within the closed envelope (i.e., within the solid lines). The 
liquid melt occupies the space between the solid and the tube 
wall. 

As seen in Fig. 1(c), the downfacing inclined portion of the 
melting solid eventually achieves contact all along its height 
with the adjacent part of the tube wall. Once this condition is 
attained, the solid continues to slide into the wall, thereby 
maintaining the contact. However, as illustrated in Fig. 1(a) 
and 1(b), there is only partial contact between the downfacing 
portion of the solid and the wall at early times, with the 
contact confined to the upper reaches of the solid. This 
behavior occurs because the solid does not slide at early times 
but, instead, tips toward the wall while pivoting about its 
lowermost edge (i.e., about the pivot point identified in Fig. 
1(b)). Between the times corresponding to Fig. 1(a) and 1(b), 
the direct contact melting at the upper part of the solid brings 
forth a greater degree of tipping, so that the bottom of the 
solid heels up. Superheated liquid flows under the thus-raised 
heel, thereby providing lubrication to facilitate the sliding of 
the solid. Figures 1(b) and 1(c) are intended to correspond to 
times separated only by seconds - immediately prior to and 
immediately after sliding. 

Further perspectives on the melting patterns are conveyed 
by Fig. 2, which shows cross-sectional views which 
correspond to the longitudinal sections of Fig. 1. In par­
ticular, cross sections cutting through the top and bottom of 
the solids of Fig. 1 (a-c) are set forth in Fig. 2. In both Figs. 
2(a) and 2(b), the bottom portion of the melting solid is 
circular and concentric with the tube, while the top portion 
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Fig. 3 Timewise variation of the melted mass, 0-, 5-, 10-, and 15-deg 
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Fig. 4 Timewise variation of the melted mass, 20- and 25-d 
clinations, (T „ - T") = 4.55°C 

lies against the tube wall. Note that the top cross section of the 
solid of 2(b) is beginning to take on a lens-like form. In Fig. 
2(c), which is separated in time by only a few seconds from 
Fig. 2(b), the bottom cross section has slid against the tube 
wall while the top cross section remains as it was. From this 
time onward, the direct contact melting produces lens-like 
cross-sectional shapes at all axial stations. Diagrams con­
taining more details about the timewise evolution of the shape 
of the melting solid are available in [8]. 

At small angles of inclination, 5 and 10 deg, a variety of 
melting patterns was encountered. In some cases, the melting 
solid maintained its concentric alignment with the tube axis 
throughout the entirety of the data run (i.e., no direct con­

tact). In others, a period of concentric alignment was 
followed by pivoted positioning (upper portion of solid in 
direct contact with the tube wall) which persisted until the end 
of the run. fn still other cases, the pivoting was followed by 
sliding of the solid into the tube wall. In view of this variety of 
melting patterns, the melting rates at low inclinations were not 
as regular as those for the vertical case or at larger angles of 
inclination. 

The measured tube wall temperatures reflected the 
aforementioned patterns of melting. Aside from a brief initial 
transient, the tube wall temperature was virtually independent 
of time except during the instant when the solid slid into the 
wall. The wall temperature was spatially uniform in the 
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direct-contact region and was also spatially uniform in the 
region of non-contact, the temperatures of the two regions 
differed by 3-4.5 percent of (Tw - T*), depending on the 
operating conditions. Since the majority of the heat transfer 
occurred through the direct-contact region, (7"„, - 7*) was 
based on the wall temperature Tw of that region. 

Melting Rates 

The effect of tube inclination on the rate of melting will 
now be investigated. To this end, the timewise variation of the 
melted mass at a succession of inclinations will be presented 
and compared. For the comparisons, the melting charac­
teristics of the vertical orientation will be regarded as a 
baseline case. 

The aforementioned inclination-parameterized com­
parisons will be made at each of two values of the temperature 
difference (Tw - T*), which drives the melting process. The 
selected values of the temperature difference, 4.55 and 28°C 
(8.2 and 50.4°F), correspond to liquid-phase Stefan numbers 
of 0.041 and 0.25. These temperature differences were chosen 
to provide greatly different melting rates. 

Attention is first directed to Figs. 3-4, which display the 
melting results for the smaller value of (Tw - T*). Each 
figure consists of two graphs, which respectively pertain to 
parametric values of the angle of inclination (vertical tube = 
0 deg inclination). The ordinate variable is the ratio M/MT, 
where M is the mass melted between the onset of melting (time 
= 0) and a selected time t, and MT is the total mass of the 
phase-change medium in the containment tube. The M/MT 

ratio is plotted as a function of the time elapsed since the 
onset of melting. 

Figure 3(a) conveys the melting results for inclination 
angles of 0, 5, and 10 deg. To avoid confusion, the 0-deg case 
is represented by a curve rather than by the actual data (as can 
be seen in [8], the 0-deg data exhibited virtually no scatter 
with respect to the curve). 

The 5-deg data (open symbols) appear to exhibit significant 
scatter. However, the seemingly scattered data actually 
correspond to the different patterns of melting that were 
described earlier. In particular, the data which fall on the 
vertical tube curve correspond to melting in which the solid 
remains centered in the tube during the entire data run. The 
data which fall slightly above the curve reflect a period of 
pivoted positioning of the solid, while the data that are 
displaced well above the curve correspond to an appreciable 
time period in which the solid continuously slid into the tube 
wall. Thus, direct contact enhances melting, but the body 
force component necessary to guarantee direct contact is not 
available at the 5-deg inclination. 

The data for melting at 10 deg to the vertical are 
represented by the black symbols in Fig. 3(a). It is seen there 
that whereas the 10-deg data are generally similar in character 
to the 5-deg data, they depart more frequently from the 
baseline curve and attain higher values of M/MT. 

Substantially greater regularity (i.e., less apparent scatter) 
and increased values of M/MT are in evidence for melting at 
15 deg, as seen from the black data symbols in Fig. 3(b). For 
perspective, the graph also shows the 10-deg data as open 
symbols and the vertical tube data as a solid line. The 15-deg 
data are characterized by extended periods of continuous 
direct contact between the solid and the tube wall (i.e., the 
continuous sliding mode), and this is responsible for both the 
aforementioned regularity and enhancement. 

The melting characteristics for the 20-deg inclination (black 
symbols) are compared with those for the 15-deg inclination 
(open symbols) and the vertical tube (solid line) in Fig. 4(a). It 
is relevant to note that although the 20-deg data have attained 
a high degree of regularity and may be incrementally higher, 
they are not basically different from the 15-degdata. Thus, 

the component of gravity needed to cause consistent and 
continuous sliding of the solid into the wall appears to be 
available at either angle. In particular, the larger force 
component available at the 20-deg inclination does not have a 
material effect on the melting results. 

These conclusions are reinforced by the results presented in 
Fig. 4(b). There, the 25-deg data are represented by the black 
symbols, while the 20-deg and vertical tube data are 
respectively represented by the open symbols and the solid 
line. Within the moderate scatter, the 20-deg and 25-deg data 
are coincident, thereby reflecting a consistent melting pattern 
that is independent of inclination. This is a pattern dominated 
by direct contact. 

Upon reviewing Figs. 3 and 4, it can be concluded that 
direct-contact-dominated melting can be regarded as being 
established at about an inclination of 15 deg. The enhance­
ment in melting due to direct contact, relative to that at­
tainable when natural convection in the liquid phase is the 
dominant mode of heat transfer, is appreciable. For example, 
at a time when M/MT = 0.3 for the vertical case, the 
corresponding M/MT value for the direct-contact-dominated 
mode of melting is about 0.52. At a larger time, a comparison 
of the two modes of melting yields values of 0.45 and 0.85. In 
view of the appreciable enhancement, there are practical 
incentives to encourage the direct-contact mode of melting. 

Attention is now turned to the melting rate results 
corresponding to the larger value of the temperature dif­
ference (Tw - T*) which drives the melting, and Figs. 5 and 6 
have been prepared for this purpose. These figures are similar 
in format to Figs. 3 and 4. Note should be taken, however, of 
the reduction in the duration of the melting period (ie., of the 
higher melting rate) which accompanies the larger tem­
perature difference. 

In general, all of the trends and conclusions which were 
identified in connection with Figs. 3 and 4 are also applicable 
to Figs. 5 and 6, but there are important differences in detail. 
In particular, at the low inclinations, the larger temperature 
difference increases the probability of the solid sliding into the 
wall. Thus, at the 5- and 10-deg inclinations, the fraction of 
the data which fall appreciably above the vertical tube 
baseline curve is considerably greater in Fig. 5 than in Fig. 3. 
This behavior can be attributed to the greater superheating of 
the liquid melt at larger (Tw - T*) and to the consequent 
better lubrication afforded by the liquid. 

It is also noteworthy that the percentage enhancement in 
melting due to direct contact is slightly smaller at the higher 
value of (Tw - T*) than at the lower value of (Tw - T*). This 
is because the natural convection is more efficient for the 
former than for the latter, thereby leaving less room for 
improvement. 

Energy Transfer 

The energy E that is transferred from the tube wall to the 
phase-change medium during the period between the onset of 
melting (t = 0) and any time / includes two components. One 
is the energy Ex which is absorbed as latent heat by the solid-
to-liquid phase change (X = latent heat per unit mass). The 
other is the sensible energy Es that is associated with the 
superheating of the liquid melt above the phase-change 
temperature T*. 

From the measurement of the mass M melted between times 
t = 0 and t = t, the Ex component follows directly as 

EX = XM (1) 

The sensible energy component Es was evaluated by making 
use of the experimental data for the liquid bulk temperature 
Tb at time /. Each element of the melted mass, when first 
liquefied, is at the temperature T*. At the end of the data run 
(time t), all elements have a common temperature Tb (owing 
to the mixing process). Therefore, 
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c E,=M\ cdT (2) 

According to Fig. 13 of [9], the liquid-phase specific heat of n-
eicosane is a linear function of temperature. The c versus t 
data were curve-fit and then integrated in accordance with 
equation (2). 

With a view toward comparing the magnitudes of Z?x.
 a n d 

Es, the ratio Es/E^ was plotted in [8] as a function of time at a 
fixed inclination and for a fixed temperature difference (T„ 
- T*). For all cases, it is found that aside from scatter, Es/Ex 

was independent of time. This behavior is illustrated in the 
lower graph of Fig. 7 for three angles of inclination for (Tw -
T*) = 4.55°C. 

It was also observed that the Es/Ex ratio was very nearly 
equal in magnitude to the liquid-phase Stefan number, where 
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in which c was evaluated at T*. Since the ratio (Es/Ex)/Ste is 
virtually independent of time (in common with Es/Ex) at a 
fixed inclination and temperature difference, it was averaged, 
and the average values are presented in the upper graph of 
Fig. 7. In the figure, (Es/Ex)/Ste is plotted as a function of 
inclination for parametric values of Ste (which reflect (Tw -
T*)). As is seen there, the (Es/Ex)/Ste data generally lie in the 
range between 0.9 and 1.0, with the exception of a single data 
point. The results are well represented by 

£ v = 0.95Ste£x (4) 

Fig. 5 Timewise variation of the melted mass, 0-, 5-, 10-, and 15-deg 
inclinations, (Tiv - T) = 28°C 

This equation also applies to the deviant data point, since for 
that case, moderate errors in Es can be tolerated because Es 

<<EX. 
A summary of the energy transfer results, which contrasts 

natural-convection-controlled melting and direct-contact-
controlled melting, is presented in Figs. 8 and 9 respectively 
for Ste = 0.041 and 0.25. In each figure, the results for 
natural-convection-controlled melting are represented by the 
vertical tube case (0 deg), while those for direct-contact-
controlled melting are represented by the 25-deg case. 

Each figure displays two types of energy ratios, namely, 
E/EKT and E^/EXiT, where 

E=ES+EX, EXiT = \MT (5) 

The quantity £\ |7- is the latent heat which is required to melt 
the total contents of the containment tube. It was used as a 
reference quantity in Figs. 8 and 9 because its value is virtually 
the same for all the data runs, regardless of (Tw - T*). The 
vertical displacement of the E/EKT data (black symbols) from 
the EX/E^T data (open symbols) is a direct indication of the 
contribution of the sensible energy Es. 

In Fig. 8, the black and open symbols which correspond to 
a fixed inclination are only slightly displaced, reflecting the 
minor contribution of the sensible energy when Ste is very 
small. The enhancement in the energy transfer E due to direct 
contact grows during the course of the melting. At t = 15 
min, the enhancement is about 45 percent, while at t = 70 
min, the enhancement has increased to about a factor of two. 

6 8 
TIME (MIN) 

Fig. 6 Timewise variation of the melted mass, 20- and 25-deg in­
clinations, (Tw - T*) = 28°C 
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Figure 9 (Ste = 0.25) reflects the increased role of the 
sensible energy at larger values of Ste. The percentage con­
tribution of Es to E is virtually the same at the two in­
clinations, but the absolute contribution is larger at the 25-deg 
inclination. As before, the enhancement in E due to direct 
contact increases with time, for example, from 40 percent at t 
= 2 minutes to 66 percent at / = 12 minutes. These enhance­
ments are somewhat smaller than those encountered in Fig. 
11, indicating that direct contact is more beneficial at smaller 
(T„ - T*) (i.e., at smaller Ste). 

Concluding Remarks 

The work reported here is, seemingly, the first systematic 
experimental study of the effect of tube inclination on the 
melting of a phase-change medium contained within the tube. 
When the tube is vertical, the dominant mode of energy 
transfer between the tube wall and the melting interface is 
natural convection. On the other hand, when the tube is 
sufficiently inclined to the vertical, the melting solid is 
brought into direct contact with the tube wall by the action of 
gravity, and the direct contact provides the primary path for 
energy transfer. 

It was found that direct-contact-dominated melting was 
established at an inclination angle of about 15 deg to the 
vertical and that further increases in inclination had virtually 
no effect on the melting results. Direct contact gave rise to 
substantial enhancements in the amount of melted mass and 
in the energy transfer from the tube wall to the phase-change 
medium, relative to those for natural-convection-dominated 
melting (i.e., the vertical tube case). The extent of the 
enhancement increased during the course of the melting 
period, with the maximum enhancement encountered during 
the present experiments being about a factor of two. The 
percentage extent of the enhancement was greatest at small 
values of the governing temperature difference. 

A careful accounting was made of the energy transferred 
from the tube to the phase-change medium, both as latent 
heat £ \ supplied to the melting process and as sensible heat Es 

stored in the liquid melt. It was found that the energy com­
ponents were very well correlated by the relation EJE^ = 
0.95Ste, where Ste is the liquid-phase Stefan number. 

A variety of melting patterns was identified. When the tube 
is vertical (and also intermittently at small inclinations), the 

melting solid is a tapered axisymmetric cylinder whose axis 
coincides with the axis of the tube. When the tube is inclined 
and during the initial portion of the melting period, the solid 
tips toward the tube wall while pivoting about its lowermost 
edge. As a result, only the upper part of the solid contacts the 
wall. At later times, the solid slides continuously into the wall, 
achieving direct contact all along its length. Whereas the 
aforementioned patterns of melting (i.e., pivoting and sliding) 
occurred consistently for inclinations of 15 deg and greater, 
considerable variability existed for the 5- and 10-deg in­
clinations. 

The thermal boundary condition at the lower end of the 
cylinder was designed to be as close as possible to adiabatic. 
Had the lower end been heated rather than adiabatic, it may 
be conjectured that the maximum rate of melting might have 
been attained at inclination angles smaller than those en­
countered here. However, the magnitude of the maximum 
rate of melting would be identical to that measured here. The 
same is true if a different material had been used as the lower 
bounding surface of the paraffin specimen. 
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On the Heat Transfer of a lov ing 
Composite Strip Compressed by 
Two Rotating Cylinders 
Two influential parameters in rolling mill analysis are the heat loss to the rolls and 
the strip temperature distribution. In this paper, the heat transfer process occurring 
in rolling is modeled by a moving three-layer composite strip, compressed between 
two rotating cylinders. It is shown that, for the range of parameters representative 
of strip rolling, the problem can be reduced, to leading order, to one of heat transfer 
beween slabs with plane parallel boundary contact. The heating effects due to 
deformation energy generated in the strip, friction energy generated at the 
strip/cylinder interfaces, and the strip/cylinder bulk temperature difference are 
considered. Application of the results to rolling analysis is demonstrated. 

1 Introduction 

The mechanical properties of sheet steel are influenced by 
the temperature of the steel on exit from the hot strip mill. For 
products of prime quality, close tolerances are required on 
this final strip temperature, which depends on the slab (steel 
plate at the rolling mill entry) temperature as well as the 
thermal processes occurring during rolling. These include air 
cooling between the rolling stands, water cooling in the 
descaling boxes (which remove the oxide layer formed on the 
strip surface) and heat loss in the rolling stands. Whereas 
simple heat transfer theory, involving radiation and con­
vection, serves to describe the first two processes, the latter 
involves frictional and deformation heating, together with 
heat loss by conduction to the work rolls. Another important 
factor which should be considered for hot rolling is the 
buildup of a scale layer (oxide layer) on the strip surface. This 
scale layer, though normally very thin, is a poor thermal 
conductor and has been found to cause a significant reduction 
in heat loss from the strip [1, 2, 3], Only recently have 
analytical studies been directed at quantifying this 
phenomenon. 

The strip is reduced in thickness as it passes between the 
work rolls of a rolling stand. Figure 1 shows a sectional view 
of the process with a scale layer which remains intact in the 
contact region. Heat energy is generated in the strip as it is 
deformed in the roll gap region, and also along the roll/scale 
layer interfaces due to friction resulting from the differential 
speeds of the strip and rolls. Hence the heat transfer process 
near the contact region in a rolling stand is equivalent to that 
of a moving three-layer composite strip compressed by two 
rotating cylinders, with energy generated within the strip and 
at the cylinder/strip interface, and with thermal energy 
transfer due to the cylinder/strip bulk temperature difference. 

Analytical solutions of this problem, disregarding the 
influence of the scale layer, have been obtained by Cerni [4] 
and Cerni et al. [5]. Finne et al. [6] derived a set of differential 
equations, which was solved numerically under the assump­
tion of a constant scale layer thickness. Polukhin et al. [1, 2] 
obtained an analytical solution using similar model equations 
which treated the strip and the roll as two semi-infinite slabs. 
These solutions [1, 2, 6] take the heat capacity of the scale 
layer to be negligible (an assumption which requires 
validation). Recently, Pawelski et al. [3] have published 
results on the strip temperature distribution and heat transfer 
coefficient with the effects of a scale layer included. Un-
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fortunately this paper [3] is rather obscure and does not give 
any analytical detail. 

In this study, a detailed mathematical model is developed to 
describe the heat transfer near the contact region in a rolling 
stand, including the effect of the scale layer and its heat 
capacity. (The formulation for heating and cooling of the 
rolls may be found in [7, 8], and from the references quoted 
therein.) The set of differential equations describing the heat 
transfer is reduced to a simpler set by introducing the small 
nondimensional parameters related to the rolling conditions, 
thus allowing development of a perturbation solution. 

2 Problem Definition 

Because of the large strip width in relation to its thickness, 
this study is confined to a two-dimensional analysis of the 
three-component system: the rolls, the scale layer, and the 
strip. From symmetry, only the upper half of the system needs 
to be considered. It is justifiable to assume that the heat 
transfer in the roll gap is a quasi-steady-state process because 
variations which occur along the strip, or during processing of 
a coil, take place on a much longer time scale. 

For a coordinate system fixed in space, when the material 
properties are assumed to be constant in the temperature 
range under consideration, the heat conduction equation for 
the three-body system is 

v / - v r , = a / V
2 r / + Q//(p;c/) (1) 

composite 
strip 

Fig. 1 Roll gap geometry {strip, scale layer, and roll not to scale) 
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(XcYc) deformed arc 
centre 

Fig. 2 Roll gap geometry assuming a circular arc of contact (strip, 
scale layer, and roll not to scale) 

where the subscript / can be either r, s, or c, referring to the 
roll, strip and scale layer respectively. Here c; is the specific 
heat; p, the density; a, the thermal diffusivity; 7} the tem­
perature; v,- the material velocity; and Q, the heat sources. It is 
not the purpose of this paper to develop theoretical ex­
pressions for Qj. Suffice it to say that these may be obtained 
from any suitable roll gap model (see, for example, [6, 9]). 

Since perfect contact is assumed at the interfaces, the 
boundary conditions to be satisfied at the strip/scale layer and 
roll/scale layer interfaces are based on the continuity of 
temperatures and heat fluxes across them, except that the 
total heat flow into the roll and the scale layer at the roll/scale 
layer interface equals the frictional energy generated therein 
due to slipping. 

Equation (1) may be written in a two-dimensional Cartesian 

(x-y) form for the strip region and in a polar coordinate (r-d) 
system for the roll and scale layer. For convenience, the origin 
of the x-y coordinates is located at the roll gap entry along the 
strip axis (centerline). The center of the (assumed) circular arc 
of the deformed roll is taken as the origin of the r-d coor­
dinates as shown in Fig. 2. 

A nondimensionalization of the heat conduction equations 
is now carried out in order to identify their most significant 
terms. 

(a) For the strip: 

x = x/(2rsAh)Vl 

y = yihx 

Vsx = Vsx/V\ 

sy vx(2Ah/rs)
Vl 

t = Ts/Tsl 

where rs is the distance from the deformed roll center to the 
strip/scale layer interface at the roll gap entry; Ah = h] -h2 

the half of the reduction in strip thickness; hx and h2 are half 
of the strip thicknesses at the roll gap entry and exit respec­
tively; vx is the horizontal strip velocity prior to the roll gap 
entry; Tsl a certain reference temperature of the strip; and vsx 

and vsy are the strip velocity components in the x and y 
directions respectively. 

In the above, (2rsAh)'/! is approximately the horizontal 
contact length, / (since Ah/rs< <1); vx(2Ah/rs)

Vl is ap­
proximately the vertical speed of the strip surface at the roll 
gap entry point. 

(b) For the scale layer: 

6 

s 

-
vcr 

Vel) 

T 
1 c 

= 

= 

= 

= 
= 

e/(2Ah/rsY
/2 

(r-rr)/si 

"cr 

v1As(2rsAh)-'A 

vce/vt 

Tc/Tcl 

N o m e n c l a t u r e 

c = specific heat r,d 
/ i = (7 r - l ) / ( 7 , + l) rr 

h = ( 7 , - l ) / ( 7 , + l) rs 

Fc = Fourier number for the scale Rr 

layer, equation (22) s 
Fc = Fourier number defined in t 

equation (39) t2 

Fr = Fourier number for the roll, T 
equation (23) T0 

Fs = Fourier number for the strip, T' 
equation (21) v 

Fs = Fourier number defined in v 
equation (34) x,y 

h = half of the strip thickness a 
k = thermal conductivity 0C 

I = contac t length j3r 

q = rate of heat transfer to a roll j3s 

qf = rate of frictional heat energy yr 

generated per unit area at the 7^ 
roll /scale layer interface Ah 

Q = rate of heat energy generated 
per unit volume As 

Qs = rate of deformation heat energy e, 
generated per unit volume in e2 

the strip e3 

coordinates defined in Fig. 2 
deformed roll radius, Fig. 2 
radius defined in Fig. 2 
roll radius 
scale layer thickness 
time 
contact time 
temperature 
^si _ Tr\ 
average temperature 
horizontal strip velocity 
velocity vector 
coordinates defined in Fig. 2 
thermal diffusivity 
term defined in equation (6) 
term defined in equation (7) 
term defined in equation (5) 
(prkrcr)

v>/(Pckcccy
A 

{pskscsy
A/(Pckccc)

v> 
half of the strip thickness 
reduction 
scale layer thickness reduction 
h\/rs 

Ah/ht 

X = 
£>»? = 

p = 
CO = 

term defined in equation (19) 
coordinates, Fig. 2 
density 
angular roll velocity 

Subscripts 
1 = 
2 = 
c — 
d = 
/ = 
r = 
r = 

s = 
t = 

X = 

y = 
e = 

roll gap entry 
roll gap exit 
scale layer 
deformation energy 
friction energy 
roll (as a first subscript) 
radial direction (as a second 
subscript) 
strip 
initial strip/roll temperature 
difference 
x-direction 
^-direction 
peripheral direction 

Symbols 
= nondimensionalized parameter 

(see text for detail of non-
= St/hi dimensionalization) 
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where rr is the deformed roll radius; TcX a certain reference 
temperature of the scale layer; As=sx-s2 the reduction in 
scale layer thickness in the radial direction; s} and s2 are the 
scale layer thicknesses at the roll gap entry and exit respec­
tively (in the radial direction); and vcr and vcB are the radial 
and circumferential velocity components respectively for the 
scale layer. 

Here, (2Ah/rs)'
A is approximately the total angle sub­

tended, 6X; ViAs(2rsAh)~'A is approximately the scale layer 
thickness reduction divided by the contact time. (A general 
case of nonzero As is assumed in the above but, if As is zero, 
Vcr = Vcr = 0 . ) 

(c) For the roll: 
e = e/(iAh/rsy

A 

r = (rr-r)/hx 

Vrr 

co(rr-Rr)(2Ah/rs)'
A 

vre = vre/(wRr) 

t = Tr/Tn 

where o> is the angular roll speed; Rr the original roll radius; 
TrX a certain reference temperature of the roll; and vrr and vr0 

are the radial and circumferential velocity components 
respectively for the roll. 

Here, r is nondimensionalized by the entry half strip 
thickness, hx; wRr is approximately the circumferential speed 
of the roll surface at the roll gap entry; w(rr—Rr)(2Ah/rs)'

A is 
approximately the radial speed of the roll surface just prior to 
the roll gap entry. 

Substitution of the nondimensional variables in the con­
duction equation (1) gives: 

vsx-^+2(Ah/hl)vsy-j^-

1 / hJr, 
''P'L2\M/hJ 2 \Ah/h, J dx2 

d2T, d2Ts 

(1 +s'sx/rr)(As/sx)(rr/rs)vCi 
dTc 

~aF + vr 

df 

dfc 

Id 

+ Qs (2) 

d2Tc 

lis2" 
( sx/rr \ 

Vl + ssx/rr) 

dTc 

IF 

+ 
1 m rs/Ah d2fc-

-2(1 

2\rrJ (1 +ssx/rr)
2 

• rA, / r , ) [ ( r , / / ? f ) - l ]x 

. dfr , dfr 
(Ah/hx)(rr/rs)vrr-^r +vre-^ 

PrV dr2 \\-fhx/rr) 

rJAh d2f, 

+ Qc (3) 

dTr 

1 m de2 \+Qr 2 \ r r ) {\-?hx/rr)
2 

where 
Ps = [{2rsAhyA/vx)/(h

2
x/as) 

Pc = [rr(2Ah/rsy
/'(l+ssx/rr)/vx]/(s2

x/ac) 

Pr = [rr{2Ah/rs)'
A(.\ -rhx/rr)/(wRr))/(h2

x/ar) 

Qs = [Qs{2rsAh)'/' /vx}/(PscsTsX) 

Qc = lQcrr(2Ah/rs)
y' (1 + &, /rr)/vx ]/(Pccc TcX) 

and 

Qr = [Qrrr(2Ah/rs)»(l-rhx/rr)/(uRr)]/(prcrTrt) 

(4) 

(5) 

(6) 

(7) 

(8) 

(9) 

(10) 

parent since, in physical terms, ISS, (3C, and (3r are ap­
proximately the ratio of contact time to diffusion time for the 
media, and Qs, Qc, and Qr are approximately the ratio of 
heat energy generated in the roll gap to the "stored" energy at 
the roll gap entry for the media. 

In rolling, the entry strip thickness, while normally much 
larger than the strip thickness reduction, is very much smaller 
than the deformed roll radius. Moreover, the scale layer, if 
present, is very thin compared to the strip thickness, and its 
reduction in thickness will also be very small. 

Therefore, 

e, =hx/rs< <e2=Ah/hx < <1 

e3 =sx/hx < <1 

and 

e4 = As/sx < <1 

From geometry, rr/rs = l—sx/rs = l-exe2. It follows 
that 

(s, /rr)
2{rslAh) = (e1/€2)[€§/(l - e,e3)] < < 1 

(/z1//-r)
2(/-i/A/!) = ( e , / e 2 ) ( l - e 1 e 3 ) - 2 < < l 

Thus the dominant terms in equations (2-4) may be identified 
by writing them in terms of these small parameters. In ad­
dition, it is often desirable to express the roll gap variables in 
terms of the time variable / so that the contact time will then 
appear explicitly. For the nondimensional variables em­
ployed, the relationships are: 

(2rsAh)'A/vx dx 

dt 

-•(rr/rs)(l+ssx/rr) 
{2rsAh)'A/vx 36 

{2rsAh)Yl/vx 

h\/a 

dd 
rr+0(ext3) 

vre-(rr/rs)(l-rhx/rr) 
(2rsAhY/l/(uRr) dd 

m/a. dt 

(2rsAh)Yl /(o>Rr) bd 
dj+0(ex,exe3) 

where t=t/(hx
2/as) is the time parameter, non­

dimensionalized by the diffusion time across half the strip 
thickness. Since the effects of temperature gradient and heat 
transfer are confined mainly to the interface regions, it is 
more appropriate to transform the (i , y) axes to the (£, r)) axes 
with the origin set on the strip surface at the roll gap entry 
(Fig. 2), using the transformations | = i and fi=y-l. The 
relations between (/, 8) [or (§,§)] and (£,rj) are 

~xc-[rr/(2rsAh)'A](\+ssx/rr) sin [(2Ah/rs)'
Ad] 

§+ 0[(ex e2)
V2,ex e3] for the scale layer 

« = 

i)~ 

The relevance of the nondimensionalization is now ap-

= xr 

xc-[rr/(2rsAh)'A](\-rhx/rr) sin [(2Ah/rs)'
Ad] 

_=xc — d + 0(ex,exe2,exei) for the roll 

Jc-1-(rrlhi)(1 + ssx/rr) cos [{2Ah/rs)
Vl6] 

= e20
2 — 1) + e3(l - i ) + 0(eie2 ,e|£3) for the scale layer 

yc - 1 -{rr/hx){\ -rhx/rr) cos [(2Ah/rs)'
A6] 

= r + 0(e2,e3,e,e2,e1e3) for the roll 
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It follows that equations (2-4), after the transformation 
and simplification, become 

— = -T^T +Qs(h]/as)/(PscsTsl) + 0(e2,e1/e2) (11) 
dt dri2 

— Y ={ac/as)-~~f +Qc(h\/as)/(pcccTcX) 
at or} 

+ 0(e4,ei/e2,e,e2,e1e3,€3) 

dfr d2fr 

(12) 

dr 
Wr/ot,)—- +Qr(h

2/as)/(prcrTrl) 

+ 0(el,e2,e]/e2,ele2,e,ei) (13) 

The boundary conditions in the new coordinate system (?,ij) 
are 
(a) on the strip axis, r; = - 1, from symmetry: 

BfsO,-\) 
drj 

= 0 (14) 

(b) on the strip/scale layer interface, fi = 0 + O(e2, e{ e2), I o r 

continuity of temperatures and heat fluxes: 

tsO,0) = (Tcl/Tsl)tcO,0) (15) 
dTAi',0) dTc(t,0) 

(16) 

(c) on the roll/scale layer interface, ?) = e3 + O (e2, e i e2, e (e3): 

fr(le3) = (Tci/Trl)fc(t,e,) (17) 

af,(F,e3) 
~{kc/k,)(Tel/Tri) 

dTc(le3) 
dfi "- " dfi 

+ h]qf/(krTrl) (18) 

where q} is the rate of friction energy (per unit area) generated 
at the roll/scale layer interface due to slipping; 
(d) on a circular layer in the roll at a sufficient distance from 
the interfaces such that heat flow across the layer during 
contact time may be neglected (this assumption is valid since 
the heating and cooling of the roll confines to a very small 
region near the roll surface [7, 8]), say, at r=\ where 
1 > >X> >e2e3 , i.e., r/ = A + 0 ( e 2 , «3> ei e2> «i «3): 

af,(?,X) 
df) 

= 0 (19) 

It can be seen that the leading order problem for the heat 
transfer in the roll gap reduces to equations (11-13) which, 
with the above set of boundary conditions, describes one-
dimensional heat flow between two thick flat slabs separated 
by a slab of finite thickness. The perturbation formulation, 
developed here, clarifies the conditions under which this 
model may be employed and justifies the use of the simplified 
system introduced as the starting point of the previous 
analyses [1-6]. 

3 Solution 

In order to obtain an analytic solution, a certain tem­
perature distribution at the roll gap entry must be assumed. 
Since the strip and roll speeds (or, more precisely, the Peclet 
numbers, which are defined as vsxhi/as and uRj/ar for the 
strip and roll respectively) are high, the conduction com­
ponent is small compared to the advective component, and it 
is justified to assume a uniform temperature distribution for 
all three bodies at the roll gap entry, i.e., the strip and scale 
layer have the same initial temperature^ set to equal their 
reference temperatures, 7^, = Tci, hence fs(0,rj) = TC(0, ij) = 
1; and the initial roll temperature is equal to its reference 
temperature Tn giving fr(0,rj) = 1. The initial time, ?=0, is 
assumed to be at the roll gap entry. 

Since the deformation heat energy generated in the roll and 
scale layer regions is usually negligible in comparison with 
that generated in the strip, it is reasonable to set Qr — Qc = 0. 

A first-order solution of equations (11-13) subject to 
boundary conditions (14-19) can be obtained, using Laplace 
transforms, with further assumptions that the deformation 
heat energy Qs and frictional energy qf, which may be 
calculated using a roll gap model (see, for example, [6]), are 
distributed uniformly throughout the roll gap; and that the 
transport time is small compared to the diffusion time (i.e., 
t< <1) such that the approximation of semi-infinite slabs is 

valid. 
For convenience, and since the problem is linear, the 

solution is written in component form: 

Tl(t,rj)=l + TH{t,ri)+Tid(t,ri)+Tif(t,r,) (20) 

where tit, fid, and fif are the temperature changes due to the 
roll/strip bulk temperature difference, deformation energy, 
and frictional energy respectively. Although the temperature 
distribution in the scale layer may also be derived, it is not 
included here since it has no practical significance. 

The solution may best be expressed in terms of Fourier 
numbers, Fs, Fc, and Fr, which are defined as follows: 

FAifi) = ast/v
2=Vv2 (21) 

FcO) = act/s
z=(ac/as)l/e

2 (22) 

Fr(lv) = ctrt/(V-sl)
2 = (ar/as)y{n-e,)2 (23) 

where 

V = fiiv-

It should be noted that in the above, the Fourier numbers 
for the strip and roll, Fs and Fr, are functions of both ? and r/. 
They give an indication on the extent of heating or cooling of 
the strip/roll element of interest after the elapsed time. On the 
other hand, Fc, the Fourier number for the scale layer, is a 
function only of ? and is a measure of the elapsed time in 
comparison with the diffusion time across the scale layer. 

It can be shown, after some lengthy mathematical 
manipulations, that the solutions for the roll and strip 
temperature distributions are: 

t , (lv)=^- ~^- \ £ \(fj2)"erfc(l-Fr-'
A +nF-A] 

1 r\ Yr + 1 L „ = 0 L Xl / J 

+/2 £ [ifxfi)"erfc(^Fr-'
A +[« + l ] F f - w ) ] j (24) 

Trd0,f,) = 8l 
ksTrl (T r + i )(7 , + i) 

1 _ ., 1 
E [(fJ2)"i2erfc[-Fr-» + - (In + l)F~ * ] ] (25) 

KsJr\ Jr+ * „--0 ^ 

[ierfc^-Fr-'
A +nF~'/') -hieifc(-F;* +[/i + l ] F c - » ) ] j 

(26) 

TSI(%TJ)=-2 
Ttl (Y, + D(Y, + 1) 

1 ... .„ 1 
t [ifJ2)"erfc[-Fr'A + ^ (2* + DFt. * ] ] (27) 

fsd(1,fi) 
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+Ai2erfc[1-Fr'/' + {n+l)F-,/'Y)'jj (28) 

tegrating the heat conduction along the roll/scale layer in­
terface: 

qr t2 f'2 ar r(?,e3) ; „ , (35) 

where 

7V(?,i& = 4?* 
M / 7. 
^ (7r+l) (7 , + l) 

1 „ 1 

« = 0 

where 

£ [{fj2)ttierfc[-Fr» + - ( 2 « + l ) / ^ " 2 ] ] (29) 

«- r(-) 4r(Sf^.^)l 
+/2 L [</,/2)"/,([« + 1]F-*)1] (36) 

7r=(prfcrcr)' /V(pc^ccc)
1 ' ' <?rd=4 *?a 

7s=(Pskscsy
/i/(Pckcccy

/' 
/ l = ( 7 r " l ) / ( 7 r + l) 

/ 2 = ( 7 s - l ) / ( 7 , + l) 

T o = T̂si ~ V̂i 
and ks is the strip thermal conductivity. 

Here, imerfc(w) is the complementary error function 
defined as 

krTn ( 7 , + i ) ( 7 , + i) 

! UJiY'h | ; 
n = 0 ' 

D [ t / l / 2 ) " / 3 [ - ( 2 / 7 + l ) F - ' / - ] ] (37) 

rer, 

where 

i oo 

i'"-lerfc(u)du m = 0,l,2, 

/°e//c(w) =erfc(w) = 1 - e / / ( w ) 

On integration of equations (27-29) with respect to i), the 
average strip temperature across its section, T's(t), may be 
obtained: 

where 

ft (0 = 4* 

t's (f) = i + t'sl (f) +t"sd (F) + t'sf (t) (30) 

-1/2 ^ o _ _ ^ i 7 

7^ A(0 (7 r+ l ) (7 , + l) „ = 0 

i ^ „ i „ . „ \ . . n 
[ierfc(-Fr» + ^ [2n + 1]F"W) - / « / c ( - [2/i+ l ]F c -» ) ]} 

ksTslt T s + 1 h(t) ~ 0 

1 -

„_n L 

(3D 

(i3 erfc[nF~ Vl ] - i1 erfc \ - Fs~
L/l + nF~ Vl 1 

+ / , / V / c [ ( « + 1 )F"»] -/ ,Perfc[^F~'A 

+ {« + l ) F - ^ ] ) ] ] (32) 

and 

J / ( t~k~f^W) (7 r + l)(7, + l ) X 

E f OV2)" f /2er/c(^ [2K + l]Ff" * ) 

- / W c ( ^ / V ' / ! + l- [2«+ 1]FC * ) ] ] (33) 

In the above, 

F,(i,h)=Fs[i,h(t)/hi] = a,t/h1(t) (34) 

Although the average roll temperature may be obtained by 
a similar approach, the details will not be included here. 

The heat flow rate to a roll qr may be obtained by in-

and 

qr/ — -7—= —r X 

£ (fifi)" lh(nF; ») -f2I2(ln + 1]F- »)] (38) 
n = 0 ^ J 

In the above, 

F c = F c ( l ) = K / a s ) / e 2 (39) 

Here, l=Ih1 and C2 = h(h\7/as) are the contact length and 
contact time respectively. If a detailed roll gap model is not 
available, these parameters may be approximated by 
I=(2rsAh)y' and t2 = vxl. The integrals 7,, I2, and I3, which 
may be integrated by parts, are defined, with the results of 
integration given, as follows: 

/ , (u) = f Q
2 t~ Vli-'erfc(ut~ 'A)dt 

= 2[t'{'i~'erfc(ut2
 ,/!) - 2« er/c(wf2- '

7l)] 

f '2 
7 2 ( « ) = erfc(ur'/l)dt 

Jo 

= (?2+2w2)er/c(«f2-'/!)-w?2/!'"l^/c(w?2~'/2) 

/ (M) = ( 2 f'/• /e/-/c(ut~ Vl)dt 
Jo 

2 C 1 
= - 1 P2

nierfc(u?-[/i)--u[t2 + 2u2erfc(ut2
 Yl) 

-«^ / - ' e r / c (Mf 2 - w ) ] ] 

where u is a function independent of t. 
When the scale layer is absent, the above solutions can be 

further simplified, and are found to agree with previous 
results under the same conditions ([1,2] with the "heat 
transfer coefficient from the strip to the roll" set to infinity). 

4 Numerical Results 

Unfortunately, a direct comparison with previous 
numerical results, and, in particular, with those of [3], has 
been made difficult by uncertainty of the data values em­
ployed therein. (It should be pointed out that the formulation 
in [3] clearly differs from the present formulation in that the 
frictional energy is inexplicably taken to be generated at the 
strip/scale layer interface, and that the strip center-line 
temperature is assumed to remain unchanged even when 
deformation energy is generated in the roll gap.) Typical 
thermal values for hot rolling conditions (Table 1) have been 
used for all the calculations given in this paper. Terms in the 
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Table 1 Typical thermal data used in the numerical 
calculations 
Strip 

Conductivity, ks 

Diffusivity, as 

Scale Layer 
Conductivity, kc 

Diffusivity, ac 

Roll 
Conductivity, kr 

Diffusivity, ar 

(W/m°C) 
(m2/s) 

(W/m°C) 
(m2/s) 

(W/m°C) 
(m2/s) 

28 
5.9X10" 

2.5 
4 .6x10" 

31 
5 .4X10" 

itf = I i i Mill] 1 I I Mill] 1 i 11 mi] 1 i i m i i | 1 M i l l 
T s t ' T o (equat ion 31) % 

h 2 / a . 

Fig. 3 Variations of the average strip temperature with the scale layer 
thickness and time 

solution were rearranged to eliminate redundant variables so 
that the most compact form of information may be presented. 
The figures, which will be described below, are extremely 
useful for rapid calculation of strip temperature and heat 
transfer, without the necessity of having to calculate the roll 
gap parameters accurately. Rational approximation and 
recurrence relations of the error functions, given in [10], were 
used in the numerical calculations and it was found that 
reasonable accuracy could be achieved using only the first few 
terms of the infinite series solution. 

4.1 Average Strip Temperature. The average strip 
temperature in the roll gap at any instance is shown in Fig. 3, 
which is a plot of equations (31-33), with the temperature 
change components, T'sl, T'sd, Tsf normalized by T0, h2Qs/ks, 
and hqj/ks respectively, and time t by the diffusion time, 
h2/as. The second and third normalizing parameters for the 
temperature components represent, respectively, an insulated 
strip temperature change due to the deformation energy 
generated during the strip diffusion time, and the steady-state 
temperature difference between the strip center line and strip 
surface due to heat flux caused by all the frictional energy 
passing across the half strip. It can be seen from Fig. 3 that 
the scale layer has a pronounced influence on the bulk tem­
perature difference (r0) and frictional heating (qf) effects but 
is insignificant for the deformation heating (Qs) effect. In the 
latter case the normalized average strip temperature is found 
to approximate a linear relation with the normalized time, 
signifying that the heat loss to the rolls is insignificant 

1.0 

::i 
07 

0.6| 

0 5 

0.4] 

0.3 

0-2 

0.1 

ILl i (equation 38) 
(kr/k.)h,q, f 

q,i ^ (equation 36) 
k,T0 T 

q ' J 1 (equation 
(k,/k,>h?Q,I^ M

 3 7 ) 

10 1 0 ' 10 

Fig. 4 Variations of heat transfer to the roll with the scale layer 
thickness and contact time 

compared to the energy generated. It should be further noted 
that the curves shown in Fig. 3 are independent of the actual 
strip thickness. However, for the theory to be valid, the 
normalized time should be sufficiently small (certainly less 
than unity) for the assumption of the "thick slabs" to be 
justified. 

4.2 Heat Transfer to the Rolls. Equations (36-38) may 
be plotted by rearranging terms such that the heat transfer to 
the rolls is described in a single diagram. The heat transfer 
components qrt, qrd, qrf have been normalized by krT0lt~

 Vl, 
{kr/k^h^Qjii*, and (kr/ks)h,qfl respectively, and plot­
ted against sl(ast2)'

Vl> a parameter dependent on the scale 
layer thickness and contact time. The three curves shown in 
Fig. 4 give the normalized heat transfer components to a roll; 
each curve approaches an upper and a lower limit, and all are 
dependent on the thermal properties of the strip, scale layer, 
and the roll. These limits, approached w h e n ^ a ^ ) - ' 7 ' tends 
to zero and infinity, are equivalent physically to the case of 
thermal exchanges between two semi-infinite slabs, with the 
appropriate thermal data adopted. The heat transfer due to 
r0 andQj isreducedas 5|(ajr2)^'/J increases due to the in­
sulating effect of the scale layer. Where the scale layer is 
sufficiently thick (or, more precisely, the diffusion time across 
the scale layer is large compared to the elapsed time), no 
deformation energy will reach the roll, whereas the heat 
transfer due to T0 will arise solely from the heat capacity 
stored in the scale layer. Consequently, qr, tends to a finite 
but nonzero limit while qrd tends to zero. The heat transfer 
due to qs is found to increase as Si(_ast2)~'A increases, again 
due to the insulating effect of the scale layer which, in this 
case, reduces the frictional energy being transferred to the 
strip. (The reader is reminded that friction energy is assumed 
to be generated at the roll/scale layer interface.) Conversion 
of Pawelski and Bruns' results [3] (only available for qrl), 
using the thermal data of Table 1, gives excellent agreement 
for the upper limit of the heat transfer component. However, 
the fact that their results for the lower limit are approximately 
40% lower than those herein may be simply due to the dif­
ference in the thermal data values used for the scale layer. It is 
obvious from Fig. 4 that the heat transfer for all three 
components has reached its upper and lower limits in regions 
outside the range 0.003 <s, (<x,f2)"

 v' < 1. 

4.3 Effect of Heat Capacity of the Scale Layer. Most 
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Ms) 

Fig. 5 Comparison of heat transfer to the roll due to an initial strip/roll 
temperature difference with the Polukhin et al. solution [1,2] 

Us) 
Fig. 6 Comparison of heat transfer to the roll due to deformation 
energy with the Polukhin et al. solution [1,2] 

previous workers have neglected the heat capacity of the scale 
layer in their calculations because of its negligible thickness. 
The validity of this approximation can be studied with the 
current analysis. The present solution is compared, in par­
ticular, with that of Polukhin et al. [1, 2], who obtained a 
solution analytically, on the assumption that the heat transfer 
coefficient equals (kc/s{), i.e., the scale layer has only 
thermal resistance and no inertia. From their formulae (with 
the minor typographical errors corrected), the heat transfer to 
the roll due to T0 and Qs, and the strip temperature com­
ponents at the strip/scale layer interface due to T0 and Qs are 
compared in Figs. 5-8 respectively (expressions for friction 
energy are not available in [1, 2]). When the scale layer is 
absent, the two solutions are, of course, identical. However, 
the results diverge as the scale layer thickness increases, qrl 

tending to the zero limit in Polukhin's solution but a finite 
nonzero limit in the present solution due to the heat stored in 
the scale layer. Similar differences are observed in the other 
comparisons. These differences appear significant because of 
the short contact time involved in rolling; the heat capacity in 
even thin scale layers can thus be quite pronounced. Since 
under normal rolling conditions the contact time and scale 
layer are in the range 0.0003 to 0.1 s and 0.005 to 0.5 mm 
respectively, it is crucial to include the heat capacity of the 
scale layer in the formulation. 

Journal of Heat Transfer 

-01 

T„/T„ ^"S^'^ ^"^^^^ ^"^^^ ^̂ '/io / ' 

-01 Vtiy^''' ,.~~j7^'"s^ XMXK>__Z 

° i r T - ^ Iff itf 
t2(s) 

Fig. 7 Comparison of temperature change at the strip/scale layer 
interface due to an initial strip/roll temperature difference with the 
Polukhin et al. solution [1,2] 

U s ) 

Fig. 8 Comparison of temperature change at the strip/scale layer 
interface due to deformation energy with the Polukhin et al. solution 
[1,2] 

5 Conclusion 

An analytical solution for the transfer of heat between the 
strip and roll, including the effect of an oxide layer on the 
strip surface, has been obtained. The results are consistent 
with those of the previous workers when the scale layer is 
absent. Simple graphs have been generated for the rapid 
evaluation of the heat transfer and strip average temperature 
when the heat energy terms, scale layer thickness, and contact 
time are given. The scale layer has a dominant effect on the 
heat transfer process. It acts as an insulating layer which can 
reduce the heat transfer significantly (by up to 50% for 
typical strip thicknesses and contact times, as evidenced in 
Fig. 4). It has also been shown that the heat capacity of the 
scale layer plays an important role in hot rolling thermal 
analysis and therefore should not be neglected. 

The solution presented here, which is applicable to both hot 
and cold rolling conditions, is valid when the contact time is 
reasonably small and the roll diameter is large compared to 
the strip thickness and reduction ratio such that the curvature 
effect may be neglected. (It has been found that the solution is 
applicable, for typical rolling conditions, to strip thicknesses 
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of greater than 1 mm for hot rolling and even less for cold 
rolling.) The assumed uniform distribution of the frictional 
and deformation energy is expected to be valid in hot rolling 
since the overall heat transfer is dominated by the strip/roll 
bulk temperature difference. 
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Analysis of Freeze Coating on a 
Nonisothermal Moving Plate by a 
Perturbation Method 
The behavior of a frozen layer (or "freeze coat") on the surface of a chilled flat 
plate traveling with a constant velocity through a warm liquid bath is studied 
analytically. A perturbation technique is employed to solve the equations governing 
the shape and temperature of the freeze coat, taking full account of the axial 
variation of the plate temperature and heat convection from the warm liquid to the 
moving object. Unlike the case of an isothermal plate where the freeze-coat 
thickness increases monotonically along the axial direction, here the freeze coat is 
found to grow only within a limited distance from the inlet. Beyond this distance, 
the freeze coat begins to decay through remelting. The location at which remelting 
occurs and the maximum freeze-coat thickness are determined displaying the 
principal effects of three controlling dimensionless parameters. Criteria for 
selection of the optimum freeze-coating operation conditions are established and 
discussed. 

1 Introduction 

When a warm liquid suddenly flows over the surface of a 
chilled flat plate that is at a temperature below the freezing 
point of the liquid, a frozen layer may form on the plate. If 
the plate is kept isothermal as in [1-5] or if it is cooled by a 
coolant liquid flowing along the other side of the plate as in 
[6-8], there is a constant renewal of heat sinks at the wall to 
remove the heat converted from the flowing warm liquid. The 
frozen layer, once formed, never melts. Rather, it grows 
continuously in time and eventually approaches a steady-state 
thickness. If, however, the plate is neither cooled nor kept 
isothermal [9, 10], freezing of the flow can be achieved only at 
the expense of the sensible heat of the plate. Solidification 
proceeds as long as the conductive heat flux into the plate 
exceeds the convective heat flux from the flowing warm 
liquid. As the plate temperature rises toward the freezing 
point of the liquid, convective heat transfer becomes more 
than what can be conducted away, resulting actually in 
reduction in the frozen layer thickness through remelting. 
Since the wall heat capacity is the only heat sink of the system, 
the conductive heat flux becomes progressively smaller in 
time. Ultimately, remelting will cause the frozen layer to 
disappear completely. 

In practical application, the above frozen layer growth and 
decay behavior can be encountered in a continuous metal 
casting process known as dip-forming [11, 12]. In this 
process, a cold metal plate or bar is passed continuously 
through a bath of molten metal. The moving object is at a 
subcooled temperature below the freezing point of the bath 
and, as it travels through the bath, freezing of the molten 
metal occurs over its surface. Remelting of the frozen layer, 
however, may follow if the immersion time is long. From an 
economical point of view, it is desired to have the moving 
object emerge from the bath once the frozen layer thickness 
reaches its peak value. The optimum time of immersion 
depends on the initial object temperature, the bath tem­
perature, the speed of the moving object, and the physical 
properties of the system. A somewhat similar situation arises 
in the process of fluidized-bed coating [13-15] where a hot 
object is dipped in a bed of fusible polymeric resin powder 
through which a current of gas is passed. The object is at a 
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temperature higher than the fusion or softening point of the 
resin so that a thin film of plastic coating is formed on the 
surface of the object as it is dipped. In general, the object is 
made of metal on which the plastic coating is applied to 
provide a wear-resistant surface and to protect against 
corrosion. 

Recently, Seeniraj and Bose [16] performed an interesting 
analysis of freeze coating of a molten polymeric substance on 
a continuous moving metallic object. This solidification 
process has an important application in chemical industries 
concerning such as the casting of an insulating coating on 
metal plates or electricity cables. Its end product is almost the 
same as that of the fluidized-bed coating process. However, in 
operation, it is quite similar to the metallic dip-forming 
process except that the liquid is not a molten metal but a 
polymeric melt whose Prandtl number is large. In the work of 
Seeniraj and Bose, the coordinate system is stationary with 
respect to the liquid bath. By assuming that the moving object 
remains at a constant uniform temperature during the freeze-
coating process and that the liquid is at its freezing tem­
perature, closed-form analytical expressions are obtained for 
the freeze-coat thickness as a function of the axial distance 
with the Stefan number as a parameter. The study differs 
from those of [1-10] in that the thickness of the frozen layer 
varies spatially rather than with time, which is quite desirable 
in view of practical application. Unfortunately, the results are 
valid only for a small immersion distance or, equivalently, a 
limited immersion time. With the assumption of a constant 
object temperature, the important feature of frozen layer 
growth and decay is lost. The assumption that the liquid is 
saturated (i.e., at its freezing temperature) represents another 
serious limitation of the work. 

In the present study, the constant-object-temperature and 
the saturated-liquid requirements are relaxed. The process of 
freeze coating of a superheated polymeric melt on a 
nonisothermal moving metallic plate is investigated 
analytically. The problem is again formulated with the 
coordinate system held stationary with respect to the liquid 
bath. Convective heat transfer from the warm liquid to the 
frozen layer on the moving plate is modeled. Also modeled is 
the axial variation of the plate temperature which is treated as 
an unknown quantity to be determined in the course of 
analysis. The governing partial differential equations are 
transformed in terms of several dimensionless quantities and 
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Fig. 1 Schematic of the physical configuration and the freeze coat 
along the nonisothermal moving plate, indicating nomenclature 

the controlling parameters of the system are identified. 
Meanwhile, the solid-liquid interface is fixed at a constant 
location in the dimensionless space. The transformed 
equations are then solved by a perturbation technique [17] 
which is chosen to facilitate the study of the effects of the 
nonisothermal boundary condition on the freezing process. In 
so doing, a system of ordinary differential equations, readily 
integrated by a standard numerical method, is obtained 
describing the axial variations of the plate temperature and 
the shape of the freeze coat. The optimum immersion distance 
and the maximum freeze-coat thickness are determined for 
various system conditions. 

2 Problem Formulation 

The freeze-coating system under consideration is depicted 
in Fig. 1. A continuous moving plate with a velocity [/enters a 
large body of liquid through a slit or a tight opening in an 
adiabatic bounding wall at x = 0. Before the immersion, the 
plate is at a uniform temperature T„ which is below the 
freezing point Tj of the liquid whereas the liquid is at a 
uniform temperature T, above its freezing point. As the plate 
travels through the body of the liquid, a frozen layer or freeze 
coat forms on the plate; the coat thickness varies axially in the 

direction of motion.1 The freeze-coat thickness b(x) is not 
necessarily a monotonically increasing function of x as in 
[16]. This is because the plate temperature Tw cannot remain 
constant but, instead, rises along the x axis. The freeze coat 
grows at first in the x direction. However, as the local con-
vective heat flux hx (T, — T/) from the liquid to the phase 
boundary at i\ = 1 exceeds the conductive heat flux from the 
front, the freeze coat starts to decay through remelting. One 
of our objectives is to determine the axial location at which 
this occurs. To formulate the problem, the following sim­
plifying assumptions are used: 

1 The freeze-coating process is at a steady state. This in 
turn requires that both the plate velocity U and the far-field 
liquid temperature Tt remain constant in time. 

2 Both the plate and its freeze coat are thin relative to the 
immersion distance so that heat conduction is negligible in the 
axial direction.2 

In actual practice, freeze coats may form on both sides of the plate. The 
lower freeze coat, however, is identical to the upper one as long as the effect of 
natural convection is negligible. This is deemed to be the case since forced 
convection is dominating in the freeze-coating process. Thus only the upper half 
of the system needs to be considered. 

During freeze coating of Hostafoam C on copper, for example, the freeze-
coat thickness is typically of the order of 0.05 mm, whereas the immersion 
distance is about 0.10 m. Thus, the axial dimension is much larger than the 
vertical dimension. 

N o m e n c l a t u r e 

a = half-width of the plate 
A = convective heat transfer 

parameter, equation (10c) 
cp = specific heat of the freeze 

coat 
cp = specific heat of the plate 

/ = an unknown function of ij, 
equation (32) 

g = an unknown function of 17, 
equation (41) 

hx = local heat transfer coef­
ficient 

ki = thermal conductivity of the 
liquid 

ks = thermal conductivity of the 
freeze coat 

Pr = Prandtl number, v/at 

R = coat-to-plate thermal ratio, 
equation (106) 

Rex = local Reynolds number, 
Ux/v 

S = Stefan number, equation 
(10fl) 

Tj = freezing point of the liquid 
T/ = liquid temperature 
Ts = temperature of the freeze 

coat 

T = 
T = 

U = 
x = 

a, = 

A = 

•*max 

6 = 

v = 

X = 

plate temperature 
plate temperature at the 
inlet 
plate velocity 
axial coordinate measured 
from the inlet along the 
plate 
vertical coordinate 
measured upward from the 
surface of the plate 
thermal diffusivity of the 
liquid 
thermal diffusivity of the 
freeze coat 
dimensionless freeze-coat 
thickness, equation (5 b) 
maximum value of A 
freeze-coat thickness 
dimensionless vertical 
coordinate, equation (5a) 
dimensionless temperature 
of the freeze coat, equation 
(5b) 
dimensionless plate 
temperature, equation (5b) 
heat of fusion 

V 

£ 

smax 

«« 

Ps 

Pw 

0"1 

<>2 

<J3 

scripl 
1 
2 
3 
/ 

max 
s 
X 

w 

= 
= 

= 

= 
= 
= 

= 

s 

= 
= 
= 
= 
= 
= 
= 

kinematic viscosity 
dimensionless axial 
coordinate, equation (5b) 
location of £ at which the 
value of A peaks 
location of £ at which 
transition to turbulent flow 
occurs 
density of the freeze coat 
density of the plate 
first-order freeze-coating 
constant, equation (23) 
second-order freeze-coat­
ing constant, equation (32) 
third-order freeze-coating 
constant, equation (41) 

first-order 
second-order 
third-order 
liquid 
maximum 
freeze coat 
local quantity 
plate 

550/Vol. 107, AUGUST 1985 Transactions of the ASME 

Downloaded 18 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



3 The plate temperature varies very slightly in the y 
direction and may be regarded as a function of A: alone. This is 
probably a good approximation for a thin metallic plate since 
it is much more conductive than the polymeric substance.3 

4 The process of freeze coating takes place at a constant 
temperature Tf. The solidification front is sharp and planar 
on the scale of the freeze-coat thickness, and thermal 
equilibrium exists at the phase boundary. 

5 All thermophysical properties are constant. In addition, 
there is no volumetric change upon freezing. 

6 For a highly viscous polymeric melt such as Hostafoam 
C [18], the effect of free convection is negligible.4 

7 The liquid motion induced by the moving plate is steady 
and laminar and no transition to turbulent regime occurs. 
This is normally the case since the polymeric melt is highly 
viscous [18]. In addition, the freeze coat is thin enough so that 
there is negligible interaction between the flow and the shape 
of the solid-liquid phase boundary [19]. Under these cir­
cumstances, the convective heat flux from the warm liquid to 
the solid boundary may be obtained directly from the con­
ventional solution of forced convection over a moving surface 
without phase change such as those given in [20-22]. Similar 
arguments have been employed successfully by previous 
investigators [1-10]. 

With the above assumptions, the equations governing the 
temperature of the freeze-coat 7^ (x, y), the plate temperature 
Tw(x), and the freeze coat profile 8(x), can be written as 
follows: 

8TS 
pscD U—~~ Ps dx 

PwCp,., Ua 

d2Ts 

' dy2 

dTw 

x > 0 , 0<y<8(x) 

- = * , 
dx 

= 0: 5 = 0, 71, 

y = 0: Ts = Tt 

\ dy /y=o 

(x) 

y = 8: TS = T, J 

(1) 

(2) 

(3«) 

Ob) 

(3c) 

,U\-
db 

= k. -hx(T,-Tf) (3d) 
97; 

dx "' dy 

In the above formulation, the inlet plate temperatures Tw , 
the liquid temperature Th and the plate velocity [/are treated 
as constants. The x axis is measured from the inlet of the plate 
along the direction of motion whereas the y axis is measured 
upward from the surface of the plate. Equation (2) is written 
according to assumption (3). With the plate moving at a 
constant velocity, the left-hand side of this equation is ac­
tually the time rate of change of the enthalpy of the local plate 
element as we travel with the plate. In view of assumption (7), 
the local coefficient hx of convective heat transfer from the 
liquid to the freeze coat is treated as an input quantity of the 
problem. For heat transfer in the laminar boundary layer on a 
moving flat plate, this is given by [22] 

^ =0.53Pr1 / 2Re,1 / 2 , P r > > l (4) 
ki 

where Pr = e/a, is the Prandtl number and Re^ = Ux/v is the 
local Reynolds number. Note that in the limiting case of an 
isothermal plate, viz., T„ = Tw , and a saturated liquid, viz. 
T, = 
[16]. 

Tr, the present problem reduces to the one studied in 

The thermal conductivity of copper, for example, is about 400 W/m°C, 
whereas that of Hostafoam C is about 0.3 W/m°C. The heat capacity, on the 
other hand, is about the same for both. 

Although the inlet plate temperature, typically about 5°C for freeze coating 
of Hostafoam C on copper, is much lower than the fusion temperature of 
Hostafoam C (~167°C), the liquid bath temperature is only several degrees 
above the fusion temperature in most operations. The Grashof number, which 
is proportional to (7/ — 7/)/fi > ' s usually below the critical value. 

3 The Perturbation Method 

Should the plate temperature be maintained constant, the 
freeze-coat thickness would increase monotonically along the 
x axis. To determine the axial growth and decay behavior of 
the freeze coat, therefore, it is essential to understand how the 
plate deviates from the isothermal condition and how the 
shape of the freeze coat is being affected. This objective can 
be achieved by expanding the plate temperature and the 
freeze-coat thickness in terms of an appropriate perturbation 
quantity with the basic solution [17] being the one obtained 
for an isothermal plate. To do this, the following trans­
formation is invoked 

S = Ux/as, v=y/& (5a) 

A=US/as< ew=(Tw-TWQ)/(Tf-TW0), 

ds=(Ts-TW0)/(Tf-TW0) (5b) 

where A = A ( £ ) , 8W = 0 „ ( £ ) . a n d ^ = eA^v)- In 
dimensionless space, the solid-liquid phase boundary is fixed 
at 17 = 1. The governing system becomes 

36, d2ds , dds 
f = A 2 — - - A A 7 7 — -

di) d£ orj 
£>0, 0 < ? J < 1 

' A V dn ) 

A = S 
A V di j /> 

0.53^r 1 / 2 

(6) 

(7) 

(8) 

M£,0) = ( U a M«,D = i, <UO) = A(0) = o, (9) 
where the dots denote the total derivatives with respect to £ 
and S is the Stefan number, R the coat-to-plate thermal ratio, 
and A the convective heat transfer parameter defined 
respectively by 

S = 
(Tf-Twn) LPs^f 

X 

Ua\ 

A=\it) \jt)\f7^T~) 

(10a) 

(10*) 

(10c) 

The value of R is usually much smaller than unity in in­
dustrial operations. As indicated by equation (7), the plate is 
isothermal if R is identically zero.5 Thus, we may perform a 
parameter perturbation using R as the perturbation quantity. 
Expanding A, 6„, and Bs in terms of R, we have 

A = A, +RA2+R2A3+ . . . (11a) 

(116) 

(l ie) 
>=6wx +R6w2

 + R " w 3 + 

es = eSl +RdS2+R2eSi+ ... 
Substituting the above expressions into equations (6-9) and 
collecting the same-order terms, the following systems of 
equations governing the first-, second-, and third-order 
solutions are obtained. 

1 First-order system6 

d20, 

drj' 

l- = A 2 ^ i - A , A , i / -
aec 

= 0, A 

a? ' " dr, 

LA, V dV /»= 

£>0 , 0 < r / < l 

-0 .53/U" 

M$,O) = 0 W l ( a 0 „ t t , l ) = l , 0Wl(O) = A,(O) = O 

(12) 

(13) 

(14) 

This corresponds to the case in which the heat capacity of the plate is in­
finity or the thermal conductivity of the freeze coat is zero. 

This system is exact in the limit of R — 0, corresponding to the case of an 
isothermal plate. 
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2 Second-order system 

320 s , , ddS2 

dr,2 

+ 2 
A 2 a 2 ^ , 

a<?,. 
• + 

'w 2 

-1 a„2 

= 1 f "n.) 
Ai V a») / i j = o ' 

30 

£ > 0 , 0 < J J < 1 , 

(jh A ^ \ 30,, I 

V A, A, / 3rj J 

A , = 
r / ^ \ A2 / d% \ i 
L\ a« /,= i A, \ an / ,=I J' 

aes. 
dr, 

o,2(i:,o)=e„2tt), o,2«,i)=eW2(0)=A2(0)=o. 
3 Third-order system 

fl2fl*- , 3 ^ 3 • f " - 3 / A2 A2 \ A?-^-A'A'4^r+(^r-Ar) 

(15) 

(16) 

(17) 

(18) 

dr, 

2 

dr,2 ~ ' 3£ 

+ r A 3 _ A 2 A 2 + / A 2 y A 3 1 0% "I 

LA, A, A, \ A , / A,J a?? J 

' 3 A i - 2 A , A 3 \ a 2 ^ . 
+ 2 

A2 9 2 ^ 2 

+ ( ; L ) dv
2 

A , 3??2 

£ > 0 , 0 < r j < l 

1V3 A, LV ar? A = o A! V dr, / , = o J 

• 98, 

(19) 

(20) 

A<7 30, _ \ A2 / < ^ \ 

A, IV dr, )v = i A, V dr, J 

+ LVAT/ _ ATJ \ dr, / , = iJ 

1 = 1 

(21) 

(22) 

»! / i i ! -. v a?? 

^ 3 « ,o ) = eW3«), ffJ3«,i)=eW3(0) = A3(0)=o 
Higher-order systems may be derived in a similar manner . 
However, as mentioned above, the value of R is much less 
than unity in most practical cases. Under such a condition, the 
solution converges very rapidly as will be demonstrated later. 
Thus , there is no need to go beyond the third-order solution. 
This point will be further discussed. The various-order 
systems will now be solved in sequence. 

4 First-Order So lut ion 

Inspection of equations (12-14) indicates that 6W = 0 for £ 
> 0 and that 6Sl is independent of £ if we set 

A, A, =cons tan t or A , = < T , £ 1 / 2 (23) 

where ox is a freeze-coating constant . With the above ex­
pression, the initial condition is satisfied automatically. The 
governing system becomes 

• • • " " (24) 
M " + 2 f f l ^ , ' = ° > 0 < r ? < l 

a, =2s[ —^;(l)-0.53yl] 

0,,(O) = O, 0,,(1) = 1 

(25) 

(26) 

where the primes denote the total derivatives with respect to r,. 
A closed-form implicit solution to the above equations exists. 
This is 

er/(r7CTi/2) 
0<»7<1, (27) 

ff,=2S[-vt 

e r / ( a , / 2 ) 

1 e x p ( - f f 2 / 4 ) 
- 0.53,4 

e r / ( a , / 2 ) 

Equat ions (23), (27), and (28) provide an exact description of 
the freeze coat on an isothermal plate for which R = 0. Note 
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that a, is a positive quanti ty for A > 0 and S > 0. As A -~ °°, 
ai approaches asymptotically to the value of (0.53 A)'1. In 
the limit of A = 0, equation (28) reduces to the one presented 
in [16]. 

5 Second-Order So lu t ion 

With the first approximat ion, the function 0,„2 governed by 
equation (16) may be determined. Substituting equations (23) 
and (27) into equations (15-18), we obtain 

dr,2 = o\l 
36, s2 1 

o\r, 
3£ 2 

exp(- j i 2<rf/4) 

30, s2 

- dr, 
-£i/2(2A2 + r ' A 2 ) 

£>0, 

A , = 

, « , 0 ) 

•fwerfi ox /2) 

S [«-(£).., -^ 
2£1/2 

0 < r ; < l 

e x p ( - 7 4 ) 

o\ v'rrer/X CTI/2) -

, « ) = vW^V^1^2^0 

(29) 

(30) 

(31) 

Inspection of the above equations indicates that for £ > 0 and 
0 < r, < 1, 

, = _ 2 | , / 2 

s2 A2 = <*2 k a n d -J(v), (32) 

J 2 

2 L s a'e 

v W / X ^ / 2 ) 

where the second-order freeze-coating constant o2 and the 
f u n c t i o n / a r e given by 

f-nf'- ^ < r 2 e x p ( - r ?
2 a ] / 4 ) ] , (33) 

a 2 = 2 | _ — a , « • / (* ! /2 ) + e x p ( - a f 7 4 ) ] ' / ' U ) , .(34) 

/ (0 ) = 1, / (1 ) = 0. (35) 

Assuming a value for / ' ( l ) , a2 may be determined from 
equation (34). Equat ion (33) may then be integrated starting 
from 7) = 1 as an initial value problem using the Runge-Kut ta 
forward integration scheme. The correct choice o f / ' ( l ) is 
obtained such that the boundary condition at r, = 0 is 
satisfied. Note that a2 is always a negative quanti ty since at > 
0 a n d / ' ( l ) < 0. U p to the second approximation, we have 

A~a^l/2+R<j2^ (36a) 

2R^n • 

\irerf(al/2) 

erf (a i/2) L vV J 

For a nonzero, positive value of R, the plate temperature 
increases according to the square root of £. Comparing to the 
case of an isothermal plate, the relative freeze-coat thickness 
in the case of a nonisothermal plate is always less than unity, 
i .e., 

A / A , ~ 1 + / ? ( < J 2 / ( J , ) $ 1 / 2 < 1 (37) 

The inequality given above is obvious since a, > 0 and a2 < 
0. 

6 Third-Order So lut ion 

With the second approximation, the function 6Wi governed 
by equation (20) may be determined. Substituting equations 
(23), (27), and (32) into equations (19-22), we obtain 

32es. 

(28) dr,2 =°\k 
o6Si 1 , 30,, 

air, 
3£ 2 " dr. 

•f(o</2) L \ 2 V7re//( 0\ /2 ) 
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R = 0 

DIMENSIONLESS AXIAL DISTANCE 

Fig. 2 Axial variation of the dimensionless freeze-coat thickness: 
comparison of the first-, second-, and third-order solutions (A = 1,S = 
0.1) 

24\ 
?jexp(-?j2cr2/4) 

A , = 

-nf'-^-f"}, l^o, o<»,<i 

«<L -, 2 Q - 2 ^ 2 / ' ( 1 ) 

dri / i = i 1fir<rlerf(oi/2) 
r i / 2 ( _ ! L ) _ 

. V dr, /»=! 

Jierf(o\/2) 

2f'(0)-a2 

Vw0ierf(ol/2) J 

(38) 

(39) 

(40) 

Inspection of the above equations indicates that for £ > 0 and 
0 < ri < 1, 

2 / ' ( 0 ) - a 2 
A3 = a3e a n d B'*-^erfW2) &(i?) (41) 

where the third-order freeze-coating constant a3 and the 
function g are given by 

g'=o\[g-jng'-W(0)-<i2\-l[°mr-^rf' 

+ 2(ff, a3 - oi)T/exp( - r,2 ff?/4)JJ , (42) 

cr3: [ 
3 VTT 

2 S 
<T?er/(a,/2) 

+ ff,exp(-o?/4)] | [ 2 / ' ( 0 ) - a 2 ]g ' ( l ) 

- 2 f f 2 / ' ( l ) + oiexp(-o?/4)) (43) 

g(0) = l, g(l) = 0 (44) 

Again, <r3 may be determined from equation (43) by assuming 
a value for g'(l). Equation (42) may then be integrated 
starting from ij = 1 as an initial value problem using the 
Runge-Kutta forward integration scheme. The correct choice 
of g ' ( l ) is obtained such that the boundary condition at rj = 0 
is satisfied. Note that <r3 may be either positive or negative in 
this case. Up to the third approximation, we have 

A~a,£ 1 / 2 +Ro2Z + R1ai¥
/2 

e -vwb2-)H / 2 + f t 2 / , ( 0 ) -^ 

(45«) 

(456) 

1 

e//(<r,/2) \erf(Wl/2)+-^Re/2f(r,) 

^ - [ 2 / ' ( 0 ) - a 2 ] g ( i , ) ] (45c) 

From equation (45a), the relative freeze-coat thickness can be 
written as 

A/Ai~l+(<j2/ai)R£W2 + (.o3/ol)R
2£ (46) 

As will be discussed later, the value of A/A! is always less 
than unity. From equations (456), (45c), and (46), it is ob­
vious that the fourth-order solution can be expressed in terms 
of R3 £3/2. In fact, the present solutions can be obtained by 
performing a coordinate perturbation with the perturbation 
quantity being R £1/2. The solutions are convergent as long as 
the condition R £1/2 < 1 is satisfied. For small values of 
R£x/2 commonly encountered in practical application,7 the 
third approximation differs only slightly from the second, as 
will be discussed next. Therefore, higher-order solutions are 
not needed. 

7 Results and Discussion 

We have identified three independent parameters which 
control the axial variation of the freeze-coat thickness. These 
are the convective heat transfer parameter A, the coat-to-plate 
thermal ratio R, and the Stefan number S. To compare the 
accuracy of solutions obtained at various levels of ap­
proximation and to illustrate the effect of the perturbation 
quantity R on the solutions, the calculated axial variations of 
the dimensionless freeze-coat thickness are shown in Fig. 2 for 
the case of A = 1 and S = 0.1. The first-order solution, which 
is independent of the value of R, can be regarded as the basic 
solution. It gives the thickness of the freeze coat on an 
isothermal plate as a monotonically increasing function of £. 
The basic solution is exact in the limit of R = 0. At R = 0.1, 
the isothermal condition is no longer valid. Based on the 
third-order solution, the first-order solution is found to 
significantly overestimate the freeze-coat thickness, especially 
at large £. The second-order solution, on the other hand, 
slightly underestimates the freeze-coat thickness. The same 
behavior is observed at R = 0.2, with the differences among 
the various-order solutions being more remarkable. In this 
case, however, both the second- and third-order solutions 

Normally, R is very small. The present solutions are valid even at relatively 
large values of { and therefore, they are not small-i; solutions. 
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MODIFIED AXIAL DISTANCE R £ ' 

Fig. 3 Variation of the dimensionless wall temperature and the 
relative freeze-coat thickness along the modified axial distance: (/) A = 
1,S = 1 ;(//)>» = 1,S = 0.1; (HO 4 = 0.1, S = 1 

REMELTING REGIME 

3 0.2 
FREEZE-COATING REGIME 

CONVECTIVE HEAT TRANSFER PARAMETER A 

Fig. 4 Remelting criteria for the freeze-coating system - selection of 
the optimum operation conditions 

predict a maximum for the freeze-coat thickness in the vicinity 
°f £max = 1-8 beyond which the freeze coat begins to decay 
through remelting.8 The positions of the curves for various 
levels of approximation indicate that the present perturbation 
method is able to yield rapidly converging solutions. This is 
true as long as R £l/2 < 1. It should be noted that the first-, 
second-, and third-order solutions all approach the same 
curve as £ < 0.1. 

Variations of the dimensionless wall temperature and the 
relative freeze-coat thickness along the modified axial 
distance, R £1/2, given by the third-order solutions, equations 
(456) and (46), respectively, are presented in Fig. 3 for three 
different cases: (i)A = 1, S = 1; (ii)A = 1, S = 0.1; (Hi) A = 
0.1, S = 1. As shown in the figure, the assumption of an 
isothermal plate, viz., 6W = 0, is a reasonable approximation 
if R £1/2 < 0.01. At larger values of R £1/2, the isothermal 

This growth and decay behavior exists in all cases of R > 0. It does not 
show up in Fig. 2 for the case of R = 0.1 simply because £m a x is larger than 10 
in this case. 

conditions fail to apply. In all cases, the plate temperature 
rises monotonically along the axial distance toward the liquid 
freezing point at which dw = 1. Beyond this temperature, the 
freeze coat ceases to exist. The extent of deviation from the 
isothermal condition is measured by the relative freeze coat 
thickness, A/A,, which is always less than unity. This in­
dicates that the assumption of an isothermal plate always 
overestimates the thickness of the freeze coat. At R £1/2 = 
0.3, for example, the relative error ranges from 15 to 56 
percent in the three cases presented in the figure. As the value 
of S decreases, both the plate temperature and the relative 
error increase, indicating a larger deviation from the 
isothermal condition. The reverse is true as the value of A 
decreases, although the solution is less sensitive to the change 
in the value of A. The above results are quite expected. A 
smaller value of A corresponds to a lower rate of convective 
heating and thus a smaller deviation from the isothermal 
condition. On the contrary, the shielding effect of the freeze 
coat, measured by the Stefan number, becomes less effective 
as the value of S decreases, resulting in a larger deviation 
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Fig. 5 Effects of the Stefan number and the convective heat transfer 
parameter on the various freeze-coating constants 

from the isothermal condition. Note that the actual physical 
location beyond which the isothermal condition becomes a 
poor approximation depends very strongly on the value of R 
since? ~0.01R~2. 

We have demonstrated that for a nonisothermal plate, the 
freeze-coat thickness exhibits a maximum Amax at the axial 
location £max. In actual operation, it is desired to have the 
plate emerge from the liquid before remelting takes place. To 
determine the value of Amax and £max, equation (45a) is dif­
ferentiated with respect to £ and A is set equal to zero in the 
resultant equation. This gives an implicit expression for £max 

as 
al+2a2R^x+3a3RHnm^0 (47) 

with which Amax may be obtained from equation (45a). 
Criteria may thus be established to predict the operation 
conditions for which remelting would occur in the freeze-
coating system. Results are presented in Fig. 4 which show 
Amax and £max as functions of R, A, and S. Again, £max is a 
strong function of R. It varies according to £max ~ R2. The 
effect of convective heat transfer is to suppress the axial 
growth of the freeze coat. As can be seen from the figure, 
both Amax and £max decrease as A increases. On the contrary, 
an increase in S results in larger £max and Amax. Obviously the 
freeze coat would grow much faster for materials with smaller 
latent heats of fusion. In Fig. 4, the solid curves separate the 
freeze-coating regime from the remelting regime. To be 
economical, the operation conditions should be chosen such 
that they would fall in the freeze-coating regime but close to 
the solid curves. 

The effects of A and S on the various freeze-coating 
constants are shown in Fig. 5. In the present perturbation 
analysis, the freeze-coating constants are independent of R. 
Once the values of au a2, and <r3 are known, the shape of the 
freeze coat is completely determined by equation (45a). For a 
given value of A, ax increases very sharply with S as has been 
observed in [1-5, 16]. On the other hand, the higher-order 
constants a2 and a3, which exist only in the case of a 
nonisothermal plate, are much less sensitive to the change in 
S. For a given value of S, an increase in A leads to decreases in 
all values of the freeze-coating constants. Thus the axial 
growth of the freeze coat is severely retarded by the convective 
heat transfer from the warm liquid. For A > 10, the freeze 
coat may be completely remelted in a very short distance from 
the inlet. Note that <J, is always a positive quantity9 whereas 
cr2 is always a negative quantity. Meanwhile, cr3 can be either 
positive or negative. However, its absolute value is relatively 

The value of ffj approaches asymptotically to (0.53 A) ~ at very large 
values of A (not shown in the figure). 

small, at least for A < 3. This clearly indicates that the freeze 
coat is thinner in the case of a nonisothermal plate. Since the 
value of A is seldom larger than unity in industrial operations, 
the second approximation may be accurate enough for 
practical purpose and certainly, there is no need to go beyond 
the third approximation. 

8 Final Remarks 

We have assumed the flow to be laminar in modeling the 
local convective heat transfer from the liquid to the moving 
plate. The value of £max has been so determined to indicate the 
location at which the freeze coat begins to decay through 
remelting. This approach is sound as long as there is no 
transition to turbulent flow in the region 0 < £ < £max. If 
transition occurs at £, < £max, then the remelting criteria 
given by Fig. 4 are no longer valid. At the transition point £,, 
there is a substantial increase in the heat transfer coefficient 
[23, 24]. This may cause a marked decrease in the freeze-coat 
thickness which induces the onset of remelting. In actual 
practice, therefore, it is desired to have the plate emerge from 
the liquid at a distance shorter than £,. Note that the value of 
£, is related to the critical Reynolds number by 

£ -(t) PrRe , (48) 

Under certain conditions in which the flow-freezing in­
teraction [19] is strong, the value of Rec can be much lower 
than the one without phase change. The work of Hirata et al. 
[24] on forced convection flow over an ice layer formed on a 
constant-temperature plate, for example, has shown that the 
Reynolds number at which transition begins on the ice surface 
is an order of magnitude lower than those for a flat plate with 
no ice. Therefore, one must be cautious in determining the 
value of £, and thus the actual location of Amax. It is felt that 
the present method may be modified to analyze the more 
realistic case in which the moving object is a cylindrical rod. 
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Application of a Wiscous-lrwiscid 
Interaction Procedure to Predict 
Separated Flows With Heat 
Transfer 
A viscous-inviscid interaction procedure is described for predicting heat transfer in 
separated flows. The separating flow in a rearward-facing step Iasymmetric channel 
expansion is considered. For viscous regions, the boundary layer momentum and 
continuity equations are solved inversely in a coupled manner by a finite-difference 
numerical scheme. The stream wise convective term is altered to permit marching the 
solution through regions of reversed flow. The inviscid flow is computed by 
numerically solving the Laplace equation for streamfunction in the region bounded 
by the displacement surfaces used in the inverse boundary layer solution. The 
viscous and inviscid solutions are repeated iteratively until the edge velocities ob­
tained from both solutions are in agreement. Predictions using this method com­
pare favorably with experimental data and other predictions. 

Introduction 

The accurate prediction of heat transfer rates is essential in 
the design of any thermal system. Due to continuing demands 
on engineers to develop smaller, more efficient heat ex­
changers, forced flow separation has been utilized as a 
mechanism to enhance convective heat transfer. Since the 
exact characteristics of recirculating flows are not known 
analytically, designers must resort to the use of experimental 
and/or numerical data in developing models for predicting 
heat transfer rates. 

This paper deals primarily with the separated flow which 
occurs as the result of an abrupt channel expansion formed by 
a rearward-facing step in a two-dimensional channel. This 
configuration is depicted in Fig. 1. The rearward-facing step is 
found in many important engineering devices such as heat 
exchangers, combustors, and nuclear reactor cooling 
channels. The symmetric expansion formed by identical steps 
on both walls of a two-dimensional channel and the 
axisymmetric pipe expansion also occur frequently in 
engineering applications. 

Numerous experimental studies have been reported for the 
rearward-facing step geometry. The majority of these have 
dealt with hydrodynamic aspects of the flow. The status of 
research in turbulent step flows was described in the recent 
review by Eaton and Johnston [1]. Heat transfer in separated 
flows has been recently reviewed by Aung [2], Most of the 
heat transfer studies for the rearward-facing step/sudden 
expansion geometry have dealt with turbulent flows. The 
experimental studies for turbulent flow by Aung and 
Goldstein [3], Seban [4], and Filled and Kays [5] indicate a 
20-100 percent increase in heat transfer due to the separated 
region. This overall increase compared to an identical at­
tached flow is mainly due to a sharp increase in heat transfer 
near the point where the streamline dividing the mainstream 
from the separated region meets the wall. This point is 
commonly referred to as the reattachment point. The only 
experimental study providing quantitative heat transfer data 
for incompressible laminar flow over a rearward-facing step 
was reported by Aung [6]. Aung found that the overall heat 
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transfer in the separated region was only 50-60 percent of the 
value for an identical attached flow without a step. 

Recent studies involving numerical predictions for heat 
transfer in sudden expansions using the Reynolds averaged 
Navier-Stokes equations include those by Chieng and 
Launder [7], Zemanick and Dougall [8], Johnson and 
Launder [9], Kang and Suzuki [10], and Watkins, Gooray, 
and Aung [11], 

In this paper, a viscous-inviscid interaction procedure is 
described to predict heat transfer in the separating flow over a 
rearward-facing step/asymmetric sudden expansion channel. 
The interaction procedure couples viscous effects assumed 
confined to relatively thin regions near solid boundaries with 
an inviscid freestream using the displacement thickness 
concept. It is anticipated that the interaction solution 
procedure may prove to be both simpler and more efficient 
than current Navier-Stokes procedures for the same flow. 
Since the primary purpose of this study is to present and 
evaluate the solution method, the comparisons have been 
limited to laminar flows, thus avoiding the additional un­
certainties introduced by turbulence modeling. 

The calculation procedure follows the method presented by 
Kwon [12] for the prediction of isothermal incompressible 
flow over a rearward-facing step. Kwon employed the 
FLARE [13] approximation which neglects the streamwise 
convective derivative in regions of reversed flow. The present 
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flow geometry 
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study represents one of the first detailed evaluations of this 
approximation for the energy equation. Computations are 
presented which utilize the energy equation with and without 
the FLARE approximation. The procedure is capable of 
treating variable properties although the properties were 
assumed to be constant for some of the results to be presented 
where temperature variations were small. 

Analysis 

' General. The overall calculation scheme involves matching 
viscous and inviscid solutions. The analysis for the viscous 
regions will be discussed first following by a discussion of the 
analysis for the inviscid flow. Finally, the method used for 
matching the two solutions interactively will be presented. 

Viscous Flow. Recently, several investigators [12, 14, 15] 
have demonstrated the applicability of the boundary-layer 
equations for separated flows when proper treatment of the 
freestream is included. To overcome the singularity of the 
equations at separation, an inverse solution scheme is utilized 
whereby the displacement thickness is specified as the outer 
boundary condition, and the pressure gradient is obtained as 
part of the solution. The streamwise convective terms are 
assumed negligibly small in separated regions and are 
dropped from the equations, thus permitting the solution to 
be marched in the mainstream direction. This idea follows a 
suggestion first made by Fliigge-Lotz and Rehyner [13] and is 
referred to as the FLARE approximation. In this present 
study, the FLARE approximation was always used for the 
momentum equation. The energy equation has been solved 
with and without the FLARE approximation in a manner to 
be described below. 

Kwon [12] suggests that for separated flows, the boundary-
layer continuity and momentum equations be solved 
simultaneously to avoid unrealistic oscillations in the wall 
shear stress, and thus it becomes advantageous to introduce 
the streamfunction for compressible flow as 

pu= -^- (1) 

Continuity 

pv=-

dy 

d^ 

' Hx 
(2) 

Making use of the FLARE approximation, the governing 
equations for a two-dimensional variable property steady 
laminar viscous flow become 

cpu-

Momentum 

du 
cpu—-

dx 

Energy 

dH d\j, 

pu= -r— 

dip du dp 

dx dy dx 

dH d f ix, dH 

d 

dy 

du 

17 J 

(3) 

(4) 

"O^Mr] (5) 
du 

'dy 

0, and the 

dx dx dy dy L Pr dy + ^V Pr/ 

where c = 1.0 for u > 0, and c = 0.0 for u 
energy equation (5) employs total enthalpy as the dependent 
variable defined in accordance with the boundary layer 
assumptions usingH = cpT + u2/2. 

The appropriate boundary conditions for equations (3-5) 
become 

No slip along walls 

w(x,0) = ^(x,0) = 0 (6) 

Specified wall temperature or heat flux 

H(x,0) = c„TK,(w) (7) 

0 f / M 9H \ 

(-¥r^),=^{X) {8) 

Outer boundary condition for an inverse solution 

5 * ( * ) = ( (\--^-)dy = known (9) 

Jo \ peue/ 

Constant enthalpy freestream 

a&y~<»,H{xj)=Ha, (10) 
For fully developed flows, no inviscid core can be iden­

tified, thus the viscous solution procedure is applied to the 
entire channel width. When this is done, the boundary 
condition of equation (9) is replaced by a global mass flow 
constraint enforced by requiring that the viscous flow 
streamfunction be a specified value at the outer boundary. 
For such cases the entire solution is obtained from a single 
marching sweep of the viscous flow calculation procedure. 

The majority of the calculations were performed using 
equations (3-5) for viscous regions. However, as a check on 
the importance of streamwise diffusion and convection in 
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= skin-friction coefficient 
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= thermal conductivity 
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Fig. 2 Effective flow channel for inviscid analysis and transformed 
coordinate system 

regions of reversed flow, a few calculations were performed 
with a form of the energy equation which retains terms 
representing these effects: 

Energy equation (elliptic form) 

dT 
Pucp -7T +PVC„ 

dT dT~] 

dx. + dy 

dT' 

dy (11) 
d 

1 dx dy dx 

Equation (11) will be referred to as the elliptic form of the 
energy equation in subsequent discussions. Properties were 
assumed to be constant when equation (11) was employed. 
Viscous dissipation is neglected in equation (11) as it can be 
easily demonstrated that dissipation is negligible in the flows 
considered here. 

Equation (11) was solved downstream of the step after 
obtaining velocity results from the viscous-inviscid interaction 
procedure using equations (3, 4). The temperature results 
obtained from equation (5) were used as an inlet boundary 

condition at the step, along with a specified wall and 
freestream temperature. An outflow boundary condition 

d2T 

a? = 0 (12) 

was used at a point far enough downstream to avoid 
unrealistically influencing the solution in the separated 
region. Thus, a direct comparison of the results from 
equations (5) and (11) was possible. 

Finite-Difference Form of the Equations. Utilizing the 
dimensionless variables defined in the nomenclature, 
equations (3-5) are expressed in finite-difference form for a 
variable grid [see equations (20-22) in the Appendix]. 

Application of an iterative updating scheme based on 
Newton linearization [12] for the nonlinear terms involving 
products of U'+1 and \j/'+[ in equation (21) allows the 
algebraic equations for the unknowns in equations (20) and 
(21) to be written as 

U? 

\Jr'>l 

Bj 

u 
0 " 

1 
pi 
l*;±iJ 

+ 
'A, 

0 

<• + 

0 

0 

Dj Ej ~ 

dj - l j 

IP1) 
JUitu 

'HjX+Cj 

0 
(13) 

where all nonlinear terms not affected by the Newton 
linearization are linearized by using values from a previous 
iteration or marching step. The coefficients Ai% Bj, Cj, DJt 

Ej, Hj, bj, and dj in equation (13) are defined in the Ap­
pendix. 

The block tridiagonal matrix of equations obtained at each 
marching step by writing equation (13) for each grid point 
may be solved by the modified Thomas algorithm [16] to 
obtain an updated velocity field. Knowledge of the velocities 
from the solution of equation (13) yields a tridiagonal, linear 
set of equations for the unknowns in equation (22) which can 
be efficiently solved by elimination. This solution process at 
each step is repeated until changes between successive 
iterations are small. 

The elliptic form of the energy equation [equation (11)] was 
differenced using the quadratic upstream interpolation 
convective modeling scheme suggested by Leonard [17] to 
reduce the effects of artificial (numerical) diffusion [see 
equations (23) and (24) in the Appendix]. 

Nomenclature (cont.) 
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streamwise transformed 
coordinate 
density 
dimensionless density 
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dp/dx 
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flow) 
streamfunction (inviscid 
flow) 

•$• = dimensionless stream-
function (viscous flow) = 
^/ /* r e f 

~tyim = dimensionless stream-
function (inviscid flow) = 
^inv/^tol 

co = relaxation factor 

Superscripts 
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to x or £ 

n = iteration 
* = denotes dimensionless 
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Subscripts 
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based on channel inlet 
height 
inlet 
inviscid result 
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starting value 
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Equations (23) and (24) were solved iteratively using 
successive overrelaxation by lines. The lagging procedure 
suggested by Han et al. [18] was used to enhance stability and 
accelerate convergence. 

Inviscid Flow. The inviscid freestream is confined to an 
effective flow channel defined by the displacement surfaces of 
the viscous flow regions (81 (x), &*L (x)) (see Fig. 2). For the 
purposes of this study, the inviscid flow was assumed to be 
incompressible. Essentially, this indicates that thermal effects 
are confined to the viscous flow regions normally requiring 
that the fluid Prandtl number be greater than or equal to 1.0. 
However, the flows under consideration are all developed 
with an initial unheated starting length, so the thermal 
boundary layer development lags the momentum boundary 
layer development and Prandtl numbers slightly less than 1.0 
can be tolerated with little or no error. 

If the freestream is also assumed to be irrotational, the 
governing inviscid equation is simply Laplace's equation for 
streamfunction 

aV-v + a^w = 0 (14) 

where 

dx2 

d^inv 

dy 

dy2 

H„ 
dx 

(15) 

subject to the boundary conditions of a specified inlet 
velocity, no flow across the displacement surfaces, and an 
unrestrictive exit condition. The mathematical specifications 
of these boundary conditions are shown in Fig. 2. 

Since the flow domain is irregular with respect to the 
Cartesian coordinate system in which equations (14) and (15) 
are written, it becomes advantageous to define a new set of 
independent variables 

, x-x0 y-s*L{x) 
Le h\j(x)-hl(x) 

and transform equation (14) to 

d2^inv 2 fd&t . dS*UL\d2^ 

d? 8*UL \ dk V dl 

'd8t 
, d% 

I 

) dtfr, 8*UL
21 

2 dS 

) 3 dv
2 U?,,2 dt \di v dl ) 

(' 
+ TJ-

d28f 

-)} 

di 

= 0 (17) 
8*UL V d? • • d? )) dr, 

The physical aspects of this transformation are shown in 
Fig. 2, as well as the transformed boundary conditions. 

After employing central differences to represent terms in 
equation (17), the resulting linear system of equations was 
solved by an alternating direction implicit (ADI) scheme [12]. 

Viscous-Inviscid Interaction. The interaction procedure is 
initiated by prescribing a guessed distribution of displacement 
thickness along each solid wall in the interaction region. 
Successful solution of the flow in the viscous and inviscid flow 
regions using a common specified displacement thickness 
results in a set of edge velocities from each solution, 
[Ue (X), Ue. v (X)], which may be used to update the 
displacement thickness distribution in a manner which will 
provide a better solution. An updated displacement thickness 
may be found by following a concept [14] which locally 
maintains a constant volume flow rate in the boundary layer 

5*"+1 =OJ5*" - ^ - + (\-a>)8*" (18) 

where co is an overrelaxation factor (0 < o> < 2.0) used to 
accelerate convergence. 

The entire viscous and inviscid solutions are repeated 
iteratively until the edge velocities obtained from both 
solutions are in agreement. Convergence is obtained when • 
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Fig. 3 Heat transfer and skin friction downstream of the step for the 
fully developed flow in an asymmetric expansion channel 
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Fig. 4 Velocity profiles downstream of the step for the fully developed 
flow in an asymmetric expansion channel 

<e (19) 

Results 
The main emphasis in the present study was on flows in 

which viscous-inviscid interaction was important. However, 
the evaluation of the once-through calculation procedure for 
fully developed flows is also of interest. For this reason, the 
fully developed asymmetric expansion flow studied ex­
perimentally by Armaly et al. [19] was computed with the 
objective of comparing the predicted and measured values of 
Nusselt numbers. The flow was computed under constant 
property assumptions for isothermal wall conditions, Res = 
100 and an area expansion ratio of 1.94. The channel inlet 
height was 0.52 cm. The heat transfer predictions are shown 
in Fig. 3. Unfortunately, the heat transfer measurements in 
[19] were obtained from a point heat source in an otherwise 
unheated wall; therefore a direct comparison with the present 
two-dimensional prediction was not possible. The results of 
Fig. 3 will be useful to future investigators who may report 
computational or experimental results for this configuration. 
The computed skin-friction coefficient (based on the average 
channel velocity) is also shown in Fig. 3 to demonstrate that 
the Reynolds-Colburn analogy relating friction and heat 
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transfer is not valid for separated flows. This point was also 
made by Armaly et al. [19]. The predicted reattachment point 
(x/s = 4.8) is indicated on the figure and is in fairly good 
agreement with the measured value of x/s = 5.00. The 
predicted Nusselt number is seen to reach a maximum very 
close to the reattachment point. A comparison with velocity 
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Fig. 5 Nusselt number downstream of the step for the separating flow 
in an asymmetric expansion channel (s = 0.38 cm) 

profiles in the separated region measured for the same flow, 
but reported in [20], is shown in Fig. 4. Predictions reported 
in [20] obtained from a numerical solution of the full 
Navier-Stokes equations are also shown in the figure. The 
present one-pass procedure based on the boundary-layer 
equations is seen to match the measurements at least as closely 
as the Navier-Stokes solutions. 

Kwon's results [12] indicate that viscous-inviscid 
calculation procedures can provide acceptable results for flow 
parameters and this conclusion is confirmed by the present 
study. A comparison of predicted and measured reattachment 
lengths can be found in [12, 21]. 

The only subsonic laminar step flow experimental data with 
heat transfer results available for comparison were reported 
by Aung [6]. Aung's flow data specify a velocity and a 
displacement thickness at the step. When using the present 
interaction solution procedure, it is desirable to fix conditions 
upstream of the step so that the step may influence the flow 
upstream through the inviscid stream. Therefore, it was not 
possible to exactly match Aung's flow conditions at the step. 
Instead, conditions were fixed upstream of the step to match 
the specified channel mass flow rate. This gave rise to small 
differences between the predicted and measured displacement 
thicknesses at the step and the following comparisons should 
be considered with this in mind. 
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Fig. 6 Temperature profiles downstream of the step for the separating 
flow in an asymmetric expansion channels (s = 0.38 cm) 

Fig. 7 Nusselt number downstream of the step for the separating flow 
in an asymmetric expansion channel (s = 0.64 cm) 

Fig. 8 Temperature profiles downstream of the step for the separating 
flow in an asymmetric expansion channel (s = 0.64 cm) 
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Three step heights (0.38 cm, 0.64 cm, 1.27 cm) were in­
vestigated for heat transfer in a channel with an asymmetric 
sudden expansion and an inlet duct height Hin = 20 cm. The 
experimental wall and stream temperature conditions were 
matched in the calculations resulting in a typical temperature 
difference of about 21 °C. Figures 5 and 6 compare Nusselt 
number and temperature profiles for the smallest of the step 
heights investigated. Both variable property and constant 
property solutions are presented based on a distance scale 
which was normalized by the reattachment length. This 

. normalization helps to compensate for the inability to exactly 
match the experimental flow conditions. Differences in the 
results due to variable properties were found to be small, and 
in fact, the reattachment length was nearly identical to the 
value obtained from a similar constant property solution. 
Figures 7 and 8 display similar comparisons for a slightly 
larger step height (s = 0.64 cm), including results obtained 
when the wall upstream of the step is unheated. Figures 9 and 
10 compare data for the largest of the step heights investigated 
(s = 1.27 cm). The apparent discrepancy in the results in the 
separated region for this case (s = 1.27 cm) remains unex­
plained, although a recent laminar computation by Chiu [22] 
using a partially parabolic Navier-Stokes procedure tended to 
substantiate the present interaction results. 

The boundary-layer form of the energy equation has not 
often been used for separated flows. Consequently, it is of 
some interest to assess the validity of this approach which 
includes the neglect of the streamwise convection term when 
the flow is reversed (FLARE approximation). To this end, a 
more complete (fully elliptic) energy equation [equation (11)] 
was used to solve for the temperature distribution in several 
step flow cases. The procedure used was to first solve the 
problem using the boundary-layer form of the governing 
equations under constant property assumptions. This flow 
field was then used to obtain the numerical solution to the 
more complete energy equation for the region downstream of 
the step. The fully elliptic results are included in Figs. 9 and 
11. Although equation (11) includes both axial conduction 
and streamwise convection in separated regions (both of 
which were neglected in the boundary-layer energy equation), 
the results were in good agreement with those obtained from 
the boundary-layer form of the energy equation. 

For the viscous-inviscid interaction calculations made for 
comparison with the data of Aung [6], the interaction zone 
extended 3 channel inlet heights upstream and downstream of 
the step for the two larger step heights and 1-1/2 channel inlet 
heights upstream and downstream of the step for the smallest 
step height. Typically 30-100 grid points were used across the 
viscous flow and approximately 200 streamwise steps were 
used to span the interaction zone. A 50 x 60 grid was nor­
mally used for the inviscid region. Further refinement of the 
grids from these values showed no significant change in the 
solution. Normally 8-12 global iterations were necessary for 
convergence of the viscous-inviscid interaction procedure to e 
= 0.5 x 10 ~3 [see equation (24)], requiring approximately 
three minutes of CPU time on the NAS-AS/6 computer. A 
direct comparison of the efficiency of the interaction method 
with current Navier-Stokes solution schemes was not possible 
since the interaction procedure is dependent on an arbitrary 
initial specification of the displacement thickness. However, 
even rough initial estimates for the displacement thickness 
resulted in solutions with computer times competitive with 
other solution methods, especially when the large number of 
grid points used (typically in excess of 15,000) in the present 
calculations are taken into account. 

Conclusions 

A viscous-inviscid interaction scheme was developed which 
provided stable, accurate predictions of heat transfer in 
separated flow. Clearly, the lack of available laminar exT 
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Fig. 9 Nusselt number downstream of the step for the separating flow 
in an asymmetric expansion channel (s = 1.27 cm) 

Fig. 10 Temperature profiles downstream of the step for the 
separating flow in an asymmetric expansion channel (s = 1.27 cm) 

perimental data prohibits extensive comparison, but the 
method appears to be capable of predicting results for both 
developing and fully developed flows. For fully developed 
flows, the calculation proceeds in a once-through manner 
requiring very small computation times. Although the method 
was developed to include the effects of variable properties, no 
significant differences occurred from the use of constant 
properties for the temperature range tested. It was noted that 
the Reynolds number based on displacement thickness at the 
step appeared to be a critical parameter, with small changes 
inducing significant differences in the results. 

The results obtained from solving the fully elliptic energy 
equation were found to be in good agreement with those 
obtained from the boundary-layer form of the energy 
equation indicating that the errors introduced by use of the 
FLARE approximation and the neglect of axial conduction 
terms are small for separated flows of the type considered in 
the present paper. 
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Equations (3-5) are expressed in finite-difference form as 
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where they'+ 1/2, j - 1/2 subscript indicates values averaged 
between grid points. 

The finite-difference form of equation (11) for constant 
grid spacing becomes: 
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where velocities are assumed known. 
The coefficients appearing in equation (13) are defined as: 
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A Numerical Study of Laminar and 
Turbulent Heat Transfer in a 
Periodically Corrugated Wall 
Channel 
A numerical study is reported on hydrodynamic and heat transfer characteristics in 
a periodically corrugated wall channel for both laminar and turbulent flows. For 
turbulent flows the k-e turbulence model with a refined near-wall model is adopted 
for the computation of the flow field for step ratios HI W ranging from two to four. 
The Reynolds number considered in this study varies from 10 to 25,000. The 
solution method of the governing transport equations is based on the modified 
hybrid scheme. As a result of extensive computations, the complex flow patterns in 
the perpendicularly corrugated wall channel are clarified and the mechanisms of 
heat transfer are explained relating to the flow phenomena of separation, deflec­
tion, recirculation, and reattachment. Finally it was observed that the effect of the 
step ratio on the local Nusselt number is minor. Moreover, it was found that both 
skin friction and heat transfer patterns change drastically from laminar to turbulent 
flows. 

Introduction 

For compact heat exchangers using plate-fin geometries, 
one way of augmenting heat transfer is the use of a corrugated 
surface for the plate [1]. While research on heat exchangers is 
very popular, studies of heat exchangers with corrugated wall 
channels have not been reported in number. Goldstein and 
Sparrow [2, 3] investigated the mass and heat transfer in 
corrugated wall channels for a range of Reynolds numbers 
from 150 to 8550. They measured the local mass transfer rates 
in a corrugated wall channel by using the naphthalene 
sublimation technique. Faas and McEligot [4] made com­
putations on heat transfer rates and friction factors of 
laminar flows in perpendicularly corrugated wall channels. 
More recently, Izumi et al. [5] measured experimentally the 
local heat transfer rates along the wall of a channel which has 
two right-angled bends. Numerical studies were reported by 
Amano [6] on the same channel configurations as those 
considered by Izumi et al. [5] for laminar flows. This study 
was further extended to turbulent flows by employing the 
standard k-e model with a special near-wall treatment [7], The 
comparison of the numerical results with the data obtained by 
Izumi et al. [5] showed quite reasonable agreement. Izumi et 
al. extended their measurement of heat transfer rates and 
friction factors to corrugated wall channels which have many 
periodic bends [8]. The range of the Reynolds number con­
sidered by Izumi et al. [8] spans from 500 to 25,000. 

Although studies of the flow in corrugated wall channels 
are scarce, similar but simpler flow configurations have been 
considered by many researchers in the subsonic range [9-11]. 
For instance, the flow in a channel which has steps or sharp 
bends is often seen in many actual engineering situations, such 
as diffusers, airfoils with separation bubbles, combustors, 
etc. An analysis of such flows is still not easy since the flow is 
accompanied by flow separation, reattachment, and recir­
culation. 

Tani et al. [9] studied a turbulent flow over a backward-
facing step and reported that the skin friction due to a reversal 
flow is not negligible. Bradshaw and Wong [10] reported that 
the turbulent Reynolds stresses usually become much larger 
near the reattachment than those in a simple plane mixing 
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layer. Eaton and Johnston [11] reviewed the reattaching flow 
extensively and pointed out several important factors that 
might cause high heat transfer augmentation in the reat­
tachment region. 

Besides experimental studies numerous theoretical studies 
have been reported on the turbulent flow over steps. Chieng 
and Launder [12] developed a new near-wall model for the 
generation and dissipation rates of the k equation and applied 
it to the flow in a pipe with a sudden expansion. This work 
was continued by Johnson and Launder [13] by including a 
functional relation of diffusion effect in the dimensionless 
viscous sublayer thickness. This near-wall model improved 
the prediction of heat transfer rates in the whole region in­
cluding recirculating, reattaching, and redeveloping regions. 

A near-wall model which evaluates the main generation and 
destruction terms of the e equation was developed by Amano 
[14] and was applied to the calculation of heat transfer rates 
along the walls of the pipes with sudden expansions. It was 
shown that the prediction of the reattachment length was 
improved by 10-20 percent by incorporating this near-wall 
model for the e equation. More recently the approach of [14] 
was extended by Amano [15] by dividing a near-wall region 
into three distinct parts: viscous sublayer, buffer layer, and 
fully turbulent layer. Then the corresponding near-wall 
models were obtained for both the k and e equations. It was 
shown that this three-layer model was superior to the two-
layer model of Amano [14], particularly for high Reynolds 
number flows. 

Another similar study by Gooray, Watkins, and Aung [16] 
employed solutions of the k ~ e model involving a two-pass 
procedure with corrections made to the turbulence model for 
low Reynolds numbers and streamline curvature. After 
establishing the reattachment point on the first pass, the 
turbulence model based on the algebraic stress model was 
applied to define the coefficients, and then this model was 
used on the second pass to obtain final results. A review of 
separated flows in general was made by Aung [17]. 

The present paper deals with a channel which has a 
cyclically corrugated wall at a 90 deg angle, whereas a 
relatively simple geometric configuration was considered in 
references [6, 7], such as an infinitely long channel which has 
only two bends at 90 deg angles. In computational processes 
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an unforeseen numerical instability arose when a periodic 
boundary condition was applied. To overcome this problem 
2 Vi cycles of the corrugated wall channel was considered as a 
computational domain instead of one cycle. Moreover, a two-
pass procedure was employed for an application of the 
periodic condition. The details of these methods are described 
in the section on Numerical Procedure. For a laminar flow 
computation, the method used in [6] is employed, and for a 
turbulent flow computation, the standard k-t model is 
adopted with the use of the three-layer, near-wall treatment of 
Amano [15]. 

Mathematical and Numerical Models 

Numerical Solution Procedure. The governing dif­
ferential equations for the present problem are continuity, 
momentum, and energy equations along with the standard k-t 
model for turbulent flow computations. These equations have 
been explained in the previous work: the laminar flow case in 
[6] and the turbulent flow case in [7], Therefore, these will not 
be repeated here. 

The numerical differencing method of the aforementioned 
transport equations is based on the modified hybrid scheme of 
Amano [15] in which the combined mode of convection and 
diffusion is derived by expanding the analytical one-
dimensional solution of Spalding [8] up to the fourth-order 
term. The finite-volume form was derived by integrating the 
governing equations over the numerical cell. For instance, the 
discretization equation for the <t> equation can be put in the 
following form: 
Aij<t>U=Ai+\J<t>i+lJ+Ai-\J<t>i-\J 

+ y4;j+i 0/j+i +Aij-

B = ,S«,5(Vol) 

i W j - i + B (1) 

where 

A 

and 

Meff 
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Equation (1), which has an elliptic form, is computed by using 
a line-by-line iterative method. The solution procedure and 
the cell structures for the momentum equations are those of 
Gosman et al. [19] with the pressure treatment of Patankar 
and Spalding [20]. 

The boundary conditions used for the present numerical 
method are described in the following two subsections. 

Wall Boundary Conditions and the Near-Wall Model of the 
k-t. At the wall boundaries ABODE and FGHIJ, the 
velocities and turbulence quantities must be specified func­
tionally according to the drag law (for laminar flows) or the 
law of the wall (for turbulent flows). For example, the 
tangential velocity can be expressed in terms of wall shear 
stress as a functional expression of the boundary condition 
coupled with the no-slip condition as 

F=TSA (4) 
where hA = wall area of the cell. 

The expression of (4) is incorporated through the source 
term 5 ,̂ while the coefficient A in equation (2) representing 
the wall side is set equal to zero, thus suppressing the diffusive 
and convective actions toward the wall. The velocity com­
ponent normal to. the wall is zero. The computational 
procedure for laminar flows is relatively straightforward and 
is mostly based on that of Amano [6]. The treatment for the 
turbulence quantities, on the other hand, is more complex and 
thus will be explained here. 

Since the turbulence model employed in this computation is 

N o m e n c l a t u r e 

a, b = constants used in the 
near-wall model 

Ajj = coefficient (used in 
equation (1)) 

C i ,C 2 ,C M = coefficients in tur­
bulence model 

/ = Fanning's average 
friction factor 

H = step height (defined in 
Fig. 1) 

k = turbulence kinetic 
energy 

Nu = Nusselt number based 
_ on2W 
Nu = average Nusselt 

number based on 2 W 
Numax = maximum Nusselt 

number based on 2 W 
pressure 
generation rate of 
tu rbu len t kinet ic 
energy, k 
wall heat flux 
Reynolds number 
based on 2 W 

Re,y = cell Reynolds number 

P 

Re 

Re„ = viscous sublayer 
Reynolds number = 
pk'^yjp. 

S = heat transfer area 
T = temperature 

Tb = bulk temperature 
Tw = wall temperature 

U = mean velocity in x 
direction 

U* = friction velocity 
= VT-,,,/,0 

t/av = average mean velocity 
V = mean velocity in y 

direction 
W = channel width (defined 

in Fig. 1) 
x = coordinate (defined in 

Fig. 1) 
y — coordinate (defined in 

Fig. 1) 
y+ = dimensionless distance 

from the wall 
= yU*/p 

T = thermal conductivity 
8A = area of numerical cell 

e = energy dissipation rate 

K 

Mefl 

V 

P 
T 

= von Kantian s con­
stant 

= dynamic viscosity 
= effective viscosity 

= /* + /*, 
= turbulent viscosity 
= kinematic viscosity 
= density 
= turbulent shear stress 

Subscripts 
B 

BL = 

FTL 

i, J = 

N 
P 
v 

values at the outer 
edge of buffer layer 
values in the buffer 
layer 
values in the fully 
turbulent layer 
numerical discrete 
points 
values at the boundary 
of P and TV cells 
values at node point N 
values at node point P 
values at the edge of 
viscous sublayer 
wall values 
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Fig. 1 Physical geometry and numerical grid 

the high Reynolds number form, it is necessary to introduce 
the "wall-function" approach into the normal procedure for 
turbulence computation for the wall adjacent numerical cells. 

The near-wall model adopted for the evaluations of the k 
and e equations in the wall-vicinity region is based on the 
three-layer model of the author's previous work [15]. In this 
procedure, the wall adjacent control volume is divided into 
three distinct regions: a viscous sublayer (0 < y+ < 5), a 
buffer layer (5 < y+ < 30), and a fully turbulent layer (30 < 
y+ < 400). Then the mean values of generation and 
destruction terms of the k and e-equations were obtained by 
integrating these terms throughout the near-wall numerical 
control volume (shown in Fig. 1) after local variations of the 
turbulence quantities were incorporated. In this way the effect 
from the wall is taken into account in the numerical cells next 
to the wall. Here it is assumed that the first node point P lies 
in the fully turbulent layer. However, the cases when P lies in 
the buffer layer or in the viscous sublayer can also be com­
puted automatically in the program. The rest of the cells other 
than wall adjacent ones are handled in a normal manner. 

The results are quite similar to those obtained in [15] except 
for the incorporation of both primary and secondary strains 
attributed to the flows along the x and y directions. 
Therefore, only the final forms are listed below. The 
notations used in the following equations are given in Fig. 1. 

kEquation. Mean generation rate, Pk: 

- i rr's / y \3 / du dv 
p* = — \\ M — ) ( - 5 - + dy 

dx / BL 

P " f y -) / dU dV \ "1 

Mean dissipation rate, e: 

2k „3/2 1 

^„Re„ ynKC/ 

+ 2akn 

Aw-m -(£) J 
(A.)"-.]^x] (Q 

e Equation. Mean generation rate, C{Pkt/k: 

C,Pke/k=-
yn

 Jyv 

ha k \ 

dU dV 
—— + dx 

dU dV 
+ dy 

) dy 
/ BL 

) dy 
/ FTL dX- /FTL 
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kP — kN 
kP yP 

yP-yN 
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(10) 

yN-yB 

Computations of Nusselt Numbers and Friction Fac­
tors. The average friction factor is computed as 

W AP 

f=--nr-r (11) 

where L is the distance between corresponding planes and AP 
is the average pressure drop between these planes. 

For the computation of the heat transfer coefficient, a 
condition of constant heat flux is used at the wall boundary. 
Then the local Nusselt number is obtained by the following 
equation 

Nu = 
(g„/T)2W 

(12) 
I Tw - Tb I 

and the bulk temperature Tb is obtained as 

Tb=\T\U\dy/\\U\dy (13) 

where the integrals are to be carried over the cross-sectional 
area of the channel. The absolute value of the velocity is taken 
so that the regions with reverse flow are also properly 
represented. Accordingly, the averaged Nusselt number is 
defined as 

— 2W , 
Nu = - — \hdS (14) 

Mean destruction rate, C2e
2/k: 

Inflow/Outflow Boundary Conditions. As is shown in 
Fig. 1, the channel shape changes periodically. Thus we can 
take just one cycle as a computational domain. However, 2Vi 
cycles are taken in the present computations (A-B-C-D-E-J-I-
H-G-F-A) because a numerical divergence occurs. With a one-
cycle domain it was difficult to apply a periodic boundary 
condition at the inlet and outlet sections; the solution always 
diverged at the moment when the conditions at the outlet were 
used as the inlet conditions. It is noteworthy to compare the 
present method with that of Faas and McEligot [4], since 
much of the procedure used here is quite similar to theirs. 
When developing the computational model this author did not 
realize that this work was available. Faas and McEligot had 
the same problem with periodic boundary conditions and, 
thus, they extended the solution domain from one cycle to two 
cycles. After a sufficient iteration with prescribed inlet/outlet 
conditions, they subsequently copied the field data at the 
midsection of the two-cycle domain to both the inlet and 
outlet conditions until the periodicity was satisfied. 

In the present model 2Vi cycles of the domain is used 
because the two-cycle domain is still not stable enough to 
attain a converged solution for turbulent flow computations. 
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Note that the flow regime of Faas and McEligot is laminar. At 
the initial stage of the iteration, prescribed values are given at 
the inlet (AF) whereas a continuing outflow boundary con­
dition is applied at the outlet (EJ); i.e., derivatives of the 
properties with respect to the streamwise direction are zero at 
EJ. The iterative procedure is repeated until the mass residual 
source term decreases and becomes sufficiently small (for 
example less than 3 percent of the total mass). Then the 
periodic boundary condition is initiated by replacing the field 
data at the inlet {AF) with the computed solutions at the 
pertinent position (DI) in each iteration step. Periodicity is 
checked by comparing the computed data between the outlet 
(EJ) and the same position at the corner B. The computation 
was terminated when the periodicity was satisfied, which was 
normally attained when the mass residual source became less 
than 1 percent of the total mass. 

Computing Details. Exploratory test runs were made for 
several different meshes for the case of the step ratio H/ W = 
2 and for a turbulent flow with Re = 3000. The velocity 
profiles for these meshes at the first corner B are plotted in 
Fig. 2. The maximum changes in velocity between the most 
coarse mesh (17 x 20) and the finest mesh (37 x 44) are 
within 5 percent. Thus, we chose the medium-size mesh 27 x 
32 for the geometry H/W = 2 to maintain relatively moderate 
computer costs while obtaining sufficiently accurate results. 
The meshes for other geometries were determined to maintain 
equal size of meshes over the solution domain; namely, they 
are 42 x 42 and 57 x 52 for step ratios H/W = 3 and 4, 
respectively. 

Typically, the first convergence criterion was attained after 
150 iterations followed by 100 more iterations in the second 
pass to converge for H/W = 3 with a total CPU time of 
approximately 7 min on UNIVAC 1100. 

Results and Discussion 

Average Friction Factors. The computed average friction 
factors are plotted as a function of the Reynolds number and 
are shown in Fig. 3. The trend of the slope is slightly different 
in the laminar and turbulent regions. Initially/falls off from 
about 2.4 at Re = 10 as Re increases, and then / becomes 
nearly constant in the range between Re = 50 and 200. For Re 
greater than 300, / again drops rapidly until it reaches Re = 
1000-3000 depending on the channel step ratio. Finally, in the 
turbulent regime the curve of/changes to a slow decreasing 
one. It is also noted that the change in the level is larger from 
HI W = 2 to 3 than from HI W = 3 to 4. 

In Fig. 3 the friction factors for H/W = 1 and 1.5 com­
puted by Faas and McEligot are also shown. Their trend is 
similar to the present results mainly in the range of Re less 
than 300. Just for reference the friction factor for a straight 
channel with infinite width is also compared with the com­
putations. In the limiting state at Re = 10 all of the computed 
results approach t h e / = 24/Re relation. This agreement gives 
a certain level of confidence in the calculations for heat 
transfer. 

Flow Field. In Fig. 4, the streamwise velocity profiles are 
shown in the channels of H/W = 2, 3, and 4 for Reynolds 
numbers of Re = 100, 1000, and 25,000. In every channel, the 
flow separates at the corner B and reattaches on the wall BC, 
thus creating a recirculating flow along the wall BC. This 
feature is represented by a peak velocity at the corner B and 
the negative velocity on the BC wall just downstream from the 
corner B in the figure. The separated flow at the corner B will 
also cause a flow deflection toward the opposite side of the 
channel wall. As a result the velocity reaches its peak at the 
position closer to the corner H. This process repeats at every 
corner. 

In this figure we also notice a strong dependence of 
Reynolds numbers on the velocity profiles. The maximum 
velocities for turbulent flows occur at locations much closer to 
the walls than those for laminar flows. This flow deflection 
becomes larger as the Reynolds number is increased. 

Local Heat Transfer. Local Nusselt numbers were 
computed along the channel walls to investigate the local heat 
transfer characteristics affected by the channel shape. 

In Figs. 5-7 the computed local Nusselt number 
distributions are shown for H/W = 2-4 and for Re = 
100-8000. The Nusselt numbers are plotted on the BC and CE 
walls only because the distributions on the other walls are 
similar due to periodicity. In each case we can see similar 
trends in the distribution of local Nusselt numbers. 

In Fig. 5 the local Nusselt numbers along the channel wall 
of H/W = 2 are compared for different Reynolds numbers. 
For Re = 100, the Nusselt number decreases sharply from the 
corner B due to the flow separation and it remains at a nearly 
constant value up to the concave corner C where the Nusselt 
number becomes minimum due to a reversed corner flow. The 
Nusselt number, then, increases to its peak value at about a 
half channel width to the right of the corner C because of the 
flow impingement from upstream. The position of the edge of 
the cornering flow is indicated by a triangle in the figure. The 
distribution also shows another peak in Nusselt number at 
about one and a half channel widths downstream from the 
corner C attributed to the flow deflection promoted by the 
separated flow at the corner H. For Re = 500 the pattern of 
the Nusselt number distribution is the same as that for Re = 
100 except that the variation in the levels of the Nusselt 
number becomes somewhat smoother. 

The Nusselt number distribution along the BC wall changes 
from H/W = 2 to 3 for laminar flows; while the distributions 
for H/ W = 2 are relatively monotonic, these are rather zigzag 
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for H/W = 3 and 4. As indicated in Figs. 6 and 7 by the 
triangles, the flow reattachment occurs near corner B, and the 
flow reversal is causing a small peak in the Nusselt number. 
The cornering flows near the concave corner C also induce 
small peaks at about 1/3 H7 upstream from C. The edges of 
the corner flow regions are marked by the triangle symbols. It 
is noted that the reversal flow region spans the whole BC wall 
for Re = 500; thus, the Nusselt number distributions become 
smooth. Although the reattachment of the flow appears 
downstream of the corner B for H/W = 4, if the flow is 
turbulent, this does not cause any abrupt change in the 
Nusselt number distributions. 

Generally, the Nusselt number distributions are smooth for 
turbulent flows throughout the whole region. The maximum 
Nusselt numbers always occur at about 1 W downstream from 
the corner C due to the deflected flow on the GH wall 
producing high turbulence kinetic energy augmentation when 
separated at the convex corner H. This will result in a high 
rate of heat transfer on the CE wall. It is also evident in these 
figures that the peak Nusselt number on the CE wall becomes 
larger as the Reynolds number increases. 

i r, i 1 1 r 
o. EJ 

A POSITION OF FLOW SEPARATION 
OR REATTACHMENT 

Fig. 6 Local Nusselt number distribution along the channel of 
HIW = 3 

A POSITION OF FLOW SEPARATION 
OR REATTACHMENT 

Fig. 7 Local Nusselt number distribution along the channel of 
HIW = 4 

Average Heat Transfer. Figure 8 displays the average 
Nusselt number as a function of the Reynolds number. Here 
the computed results are compared with the experimental data 
obtained by Izumi et al. [8]. Except at the transition region, 
the dependency of the computed average Nusselt number on 
the Reynolds number agrees well with the experimental data 
although the levels of the Nusselt number do not coincide. 
The discrepancies between the computed and measured data 
with regard to their levels are as high as 100 percent. The 
causes of these discrepancies may be interpreted in several 
ways. First, there is some difference in the assumed conditions 
in the computation and the experimental situations. This is 
despite an attempt to maintain uniform conditions because 
the choice of the fluid properties causes some deviation from 
the experimental condition. Secondly, the three dimen­
sionality in the experiment causes some deviation from the 
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two-dimensional assumption in the computation; the aspect 
ratio is 12 in the experiment. The third reason may be due to 
the turbulence model employed in the present computations. 
Although significant improvement has been made for the 
evaluation of wall values by using the near-wall model, the 
turbulence model used for the computation is the k-e model 
which is based on the Boussinesq viscosity concept. This 
model has many limitations in the prediction of complex 
turbulent flows since it assumes an isotropic turbulence. With 
regard to the modeling aspect, the authors are investigating by 
including the second-order closure model of turbulence for 
such complex turbulent flow predictions. However, it could 
be stressed that the trend obtained by the present model is at 
least in accordance with the measured data although the levels 
are not. 

It is observed that in the turbulent flow regime the Nusselt 
numbers are more sensitive to the Reynolds number than in 
the laminar regime. This feature is similar to the computed 
results of the flow in a channel with two right-angled bends 
[7]. The average Nusselt number for turbulent flows is found 
numerically to be expressed by the following formula 

Nu = 0.307Re°-642(/// W)" (12) 

Conclusions 

A numerical study was performed for the flow in per­
pendicularly corrugated wall channels. The main conclusions 
to emerge from this study may be summarized as follows: 

1 The effect of the step ratio on the local Nusselt number is 
generally minor for H/W larger than or equal to 3. 

2 The flow and heat transfer patterns change drastically 
from laminar to turbulent flows. 

3 The average Nusselt number was suggested to be 

Nu = 0.307 Re0642 (H/W)-0591 

for the range H/W = 2-4. This relation differs from the case 

in the channel with two right-angled bends in which the 
dependency of step ratios H/Wvt&s minor. 

4 The average friction factor changes slightly more from 
H/W = 2 to 3 than from H/W = 3 to 4. This fact indicates 
that the geometric influence on the flow could be significant 
in this range of step ratios. 
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Heat Transfer in Gas-Solids Drag-
Reducing Flow 
Heat transfer coefficients of air-glass, argon-glass, and argon-aluminum 
suspensions were' measured in horizontal and vertical tubes. The glass, 21.6 and 
36.0-ii.-dia particles, was suspended at gas Reynolds numbers between 11,000 and 
21,000 and loading ratios between 0 and 2.5. The presence of particles generally 
reduced the heat transfer coefficient. The circulation of aluminum powder in. the 
0.870-in. -dia closed loop system produced tenacious deposits on protuberances into 
the stream. In the vertical test section, the Nusselt number reduction was attributed 
to viscous sublayer thickening; in the horizontal test section to particle deposition. 

Introduction 

Drag reduction in liquid-polymer solutions has been widely 
reported [1,2,3], Drag reduction in gas-solid suspensions has 
not been investigated as thoroughly although it has been 
reported by several investigators. A literature review is 
provided in [4]. A more recent mention of the phenomena is in 
[5]. Because of the analogy between turbulent momentum and 
heat transfer, it would be expected that Nusselt number 
reduction during heat transfer in turbulent flow should occur 
simultaneously with friction factor or drag reduction. A 
number of workers with gas-solid suspensions have reported 
Nusselt number reduction [6-13,17-19]. 

Although experimental restrictions may have dictated the 
results, Nusselt number reduction has generally been limited 
to small particle sizes, small pipe diameters, low loading 
ratios, and low turbulent Reynolds numbers. Only two of the 
previous investigators have measured both drag and Nusselt 
number reduction in the same test apparatus. However, 
neither varied particle diameter, particle type, or test section 
orientation. In this study, three different particle diameters, 
two different particle types, and two different test section 
orientations were considered for conditions known to produce 
drag reduction. The particles were two grades of glass beads, 
averaging 21.6 p. and 36.0 p diameter by weight, and one 
grade of aluminum powder averaging 30.0 JX diameter by 
weight. The glass beads were, according to the supplier and 
microphotographs, as spherically shaped as possible; the 
aluminum powder was not as uniform and was characterized 
in terms of an equivalent sphere according to standard sizing 
measurements. The test sections were vertical and horizontal 
22.1 mm inside diameter tubes. The suspensions were cir­
culated at gas (air or argon) Reynolds numbers between 
11,000 and 21,000 and at loading ratios between 0 and 2.5. 

Experimental Apparatus and Procedures 

The suspension was circulated through a closed loop 
system, originally designed for pressure drop and flow 
measurements but modified for heat transfer measurements. 
The closed loop system as modified for heat transfer is shown 
in Fig. 1. 

The gas flow rate was measured with a sharp-edged orifice 
even with particles in suspension. Earlier studies [4, 14] had 
shown that the calibration of an orifice was unaffected by 
dilute volumetric concentrations of solids suspended in the 
gas. The solid flow rate was determined with the aid of a 
cantilevered target meter equipped with strain gauges. 

Solids were added to the loop before a set of data runs by 
pouring a given weight of sifted particles into the solid inlet 

port located near the circulator intake. The port was sealed 
and the circulator was started to disperse the particles through 
the loop. A warmup period of not less than 1 hr with the 
circulator running preceded each set of heat transfer runs with 
a given amount of particles in the loop. The cooling water 
temperature and maximum wall temperature in the vertical 
test section had to stabilize before reliable data could be 
taken. Because of the limitations on the allowable tape 
temperature, the voltage regulator setting was adjusted so that 
the maximum wall temperature in the vertical test section did 
not exceed 215°C. For argon gas measurements, the system 
was purged of air by forcing the denser argon into the lower 
loop and venting the lighter air from the upper loop. 

Clean Gas Test Results 

Prior to suspension tests, heat transfer measurements were 
used to calculate the Nusselt numbers for the two gases, air 
and argon. The direction and instrumentation of the heat 
transfer was different for the vertical and horizontal test 
sections. The vertical test section was a heated section; the 
horizontal test section was a cooled section. It was necessary 
to have two different directions of heat flow in order to 
provide a proper heat sink for the system and to protect 
equipment downstream. Two different techniques were 
therefore used to calculate the gas side heat transfer coef­
ficient and Nusselt number. 

The flow was provided by a centrifugal circulator which 
was capable of pumping gas and solids simultaneously. 
Miniature chromel-alumel thermocouples were located at 
either end of the test section and positioned to measure 
centerline bulk temperature. Two diametrically opposed 
chromel-alumel thermocouple junctions were spaced evenly 
along the test section to measure outside wall temperatures. 

The heat input in the vertical test section was supplied by an 
electrical resistance tape wrapped around the tube. The tape 
was controlled by a 0 to 120 V range voltage regulator and 
supplied a maximum of 384 W. Several inches of fiberglass 
and asbestos wool insulation were wrapped around the tape to 
minimize heat conduction to the atmosphere. A final layer of 
aluminum foil was added to minimize radiative heat losses. 

In the vertical test section, the heat input was calculated 
from: 

Q=WgCpg(TOUT-T,N) 

The heat input was equated to: 

Q=UA(TW-TB) 

(1) 

(2) 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division February 
21, 1984. 

where fw was an average wall temperature weighted in ac­
cordance with the linear spacing of the 12 thermocouples 
along the heated section with UA given by: 
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Fig. 1 Closed loop modified for heat transfer 
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UA: (3) LMTD = 
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With the heat input and all the temperatures as known 
quantities, the gas side heat transfer coefficient was calculated 
directly. 

In the horizontal test section, a counterflow heat exchanger 
equation was used to evaluate UA. The gas side heat loss was 
calculated from: 

Q=WgCm(TIN-TOUT) 

The heat loss was equated to: 

Q=UALMTD where 

(4) 

(To r ) _ ( Tm — TWIN ) 
(5) 

In 
Tr\i — / « 

and 

UA = 
t,. 

+ -
1 1 

h,A, kssA h0Ac 

In operation, the water temperature remained almost constant 
from the inlet to the outlet of the cooling jacket. The 
logarithmic temperature difference was almost exclusively 
dependent on variations in the gas side coefficient. The 
resistance of the stainless steel tube wall was negligible in both 
test sections. 

Nomenclature 

A = heat transfer surface area 
in equations (2), (3), and 
(5), m2 

A i = inside heat transfer surface 
area, m2 

A0 = outside heat transfer 
surface area, m2 

A = average heat transfer 
surface area for con­
duction, m2 

Cpg = specific heat capacity of 
gas, Jkg~'K~' 

Cpp = specific heat capacity of a 
particle, Jkg~'K~' 

Cps = specific heat capacity of 
suspension, Jkg " ' K _ ' 

D = pipe inside diameter, m 
h) = inside heat transfer 

coefficient, Wm~2K~' 
h0 = outside heat transfer 

coefficient, Wm~2K~' 
ks = gas thermal conductivity, 

W m - ' K - ' 

LMTD 

Nu, 

Pr 

Q = 
Re„ 

t,: 

T = 
TIN 

TOUT 

TWIN 

WOUT 

stainless steel thermal 
conductivity, Wm ' K ' 
logarithmic mean tem­
perature difference, °C 
hjDks~

], Nusselt number 
in clean gas flow 
h,Dkg~

l, Nusselt number 
in suspension flow 
C/)gnkg~', Prandtl number 
of gas 
heat transferred, W 
UDv~\ Reynolds number 
based upon gas properties 
thickness of stainless steel 
tube wall, m 
gas temperature, °C 
inlet suspension tem­
perature, °C 
outlet suspension tem­
perature, °C 
inlet water temperature, 
°C 
outlet water temperature, 
°C 
average of inlet and outlet 

suspension temperatures, 
°C 

fw = weighted average of wall 
temperatures in vertical 
test section, °C 

U = bulk average gas velocity 
in definition of Reynolds 
number, ms~' 

U = overall heat transfer 
coefficient, Wm _ 2 K ' 

Wg = mass flow rate of gas only, 
kgs ~' or kghr ~' 

Wp = mass flow rate of particles 
only, kgs ~' or kghr ~' 

Ws = mass flow ra te of 
suspension, k g s - 1 or 
kghr"1 

5 = ratio of specific heat of 
particle to specific heat of 
gas 

r\ = WpWg'\ loading ratio 
fi = gas viscosity, kgm _ 1 s _ 1 

v — gas kinematic viscosity, 
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Fig. 3 Vertical Nusselt number ratio versus loading ratio: 21.6 p glass 
beads 

The Nusselt number was evaluated at the average bulk gas 
temperature. The results for air and argon are shown in Fig. 2 
where Nusselt number is plotted versus Reynolds number. 
The measured Nusselt numbers were about 10 percent lower 
than the Nusselt numbers calculated from the Sieder-Tate 
equation which correlates experimental data within wide 30 
percent limits [15]. Prandtl number dependence was not an 
important factor because the 1/3 power of the Prandtl 
number for air and argon is essentially constant for the ex­
perimental range of temperatures. The clean gas values were 
the same in both the vertical and horizontal test sections and 
the lower horizontal cooling section as well. Clean gas Nusselt 
numbers were measured before and after suspension tests and 
were found to be unchanged. 

Suspension Test Results and Discussion 

The suspension heat transfer measurements were used to 
calculate Nusselt numbers for the two gases carrying 
suspended glass beads or aluminum powder. The circulation 
of suspensions required revision of the clean gas formulae for 
heat input in the vertical test section and heat loss in the 
horizontal test section. The mass flow rate now included the 
contribution of the suspended solids: 

VERTICAL FLOW 
3 6 / U S LASS BEADS 
SO/A. ALUMINUM POWDER 

l l ,00O<Reg<2l ,O00 

ARSON-GLASS 

VT//////////S 

Fig. 4 Vertical Nusselt number ratio versus loading ratio: 36.0 /»glass 
beads and 30.0 /< aluminum powder 

WS=W.(1+V) (6) 

The specific heat of the suspension was calculated from a 
weighted average of the separate gas and solid specific heats 

C =C 
^ps ^pg 

1 + 6JJ 

where 

C 
b= ^ee- Ci) 

The final calculations and correlations of Nusselt numbers 
were based on the gas properties (density, thermal con­
ductivity, specific heat, and viscosity) in order to provide a 
direct comparison with the clean gas results. For the loading 
ratios of this study, the assumption that the effective thermal 
conductivity of the suspension was the same as the gas 
thermal conductivity introduced negligible error [16]. The 
response time lag for conduction in the small particles and 
dilute suspensions considered in the study was much smaller 
than the thermal relaxation time for heat transfer to the gas, 
simplifying treatment of the particles in the data reduction. 

The results of the vertical test section heat transfer 
measurements are shown in Fig. 3 for suspensions of the 21.6 
ix glass beads in the air and in Fig. 4 for suspensions of the 
36.0 n glass beads in air and argon and suspensions of 30.0 JX 
aluminum powder in argon. The graphs were plotted as the 
ratio of the suspension Nusselt number to the clean gas 
Nusselt number versus loading ratio at corresponding gas 
Reynolds numbers. Nusselt number reduction was indicated 
by values of the Nusselt number ratio below unity. Figure 4 
shows the envelope of the actual data. The upper limit 
generally represented the argon-glass results. The lower limit 
generally represented the air-glass and argon-aluminum 
results. 

The glass-air suspension measurements indicated that the 
21.6 and 36.0 /x glass beads were much more effective in 
reducing Nusselt numbers than in reducing friction factors 
[4], Reductions of up to 44 and 52 percent were achieved in 
the vertical test section for the 21.6 and 36.0 fi glass beads, 
respectively. Like friction factor results, there was a minimum 
loading ratio for the onset of Nusselt number reduction. Also 
like friction factor results, the onset of Nusselt number 
reduction was further delayed (with loading ratio) as the 
particle size increased. Neither of the two glass bead 
suspensions showed any Reynolds number effect on the onset 
of Nusselt number reduction or the amount of Nusselt 
number reduction. 

The suspensions of 21.6 n glass beads showed a monotonic 
decrease in Nusselt number ratio after the onset of Nusselt 
number reduction. Before the onset of Nusselt number 
reduction at a loading ratio of 0.12, a moderate increase in 
Nusselt number was noted. The increase was attributed to an 
initial widely dispersed deposit on the test section wall. The 
deposit was sufficient to disturb the viscous sublayer, 
producing additional turbulence and heat transfer. 

The suspensions of 36.0 ix glass beads in air showed a 
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tendency toward a flat minimum at a loading ratio of 1.2. 
Before the onset of Nusselt number reduction at a loading 
ratio of 0.4, a slight increase in Nusselt number was noted. 
The increase was also attributed to a widely dispersed deposit 
on the vertical test section wall. That the increase was smaller 
for the 36.0 /x glass beads than for the 21.6 ii glass beads was 
consistent with the relative ability of the two bead sizes to 
plate out. For both bead sizes, the deposit, rather than ac­
cumulating further, was probably worn away by heavier 
loadings and did not affect the vertical test section results past 
the onset of Nusselt number reduction. 

The heat transfer measurements for suspensions of 
aluminum powder in argon indicated that particle thermal 
properties had no effect on Nusselt number reduction in the 
vertical test section. The 30.0 /x aluminum powder gave 
similar results to the 36.0 /x glass beads. The similarity in 
behavior of the two different particles in the vertical test 
section suggested that the Nusselt number reduction was a 
coincidental result of the drag reduction mechanism, that is, a 
thickening of the viscous sublayer. The thickening of the 
sublayer is apparently sufficient to overcome any tendencies 
toward net improvements in heat transfer because of direct 
contact (without the formation of an insulating deposit) 
between particles and the wall. 

HORIZONTAL FLOW 
^.S/aGLASS BEADS 

Fig. 5 Horizontal Nusselt number ratio versus loading ratio: 21.6 /» 
glass beads 

The results of the horizontal test section heat transfer 
measurements are shown in Fig. 5 for suspensions of the 21.6 
JX glass beads in air and in Fig. 6 for suspensions of the 36.0 fx 
glass beads in air and argon and for suspensions of 30.0 ti 
aluminum powder in argon. Significant Nusselt number 
reduction, up to 38 and 44 percent for the 21.6 and 36.0 /x 
glass beads in air, respectively, was also achieved for the 
horizontal test section. However, the horizontal test section 
Nusselt number results were not as consistent with previous 
friction factor results as those in the vertical test section [4]. 
(In the vertical test section Nusselt number reduction occurred 
under the same conditions as the previously observed drag 
reduction. In the horizontal test section, Nusselt number 
reduction occurred even for those cases where drag increases 
and not drag reduction were previously observed.) Gravity 
sedimentation and thermophoresis causing deposition on the 
cool wall of the horizontal heat transfer test section ap­
parently complicated the results. 

The 21.6 fx glass beads (like the previous friction factor 
results) showed very similar results in both horizontal and 
vertical test sections with the exception of a detectable 
Reynolds number effect in the horizontal test section. The 
amount of Nusselt number reduction progressively decreased 
with decreasing Reynolds number. The onset of Nusselt 
number reduction was progressively delayed, from loading 
ratios of 0.07 to 0.16, with decreasing Reynolds numbers until 
the lowest Reynolds numbers, about 12,000, were reached. At 
Reynolds numbers of about 12,000, Nusselt number reduction 
was not generally noted. The observed loss of entrainment at 
these Reynolds numbers could presumably explain the 
anomalous results as the presence of large quantities of solids 
in direct contact with the tube wall would drastically change 
the heat transfer mechanism. With the exception of the low 
Reynolds number results, the trends of the heat transfer 
measurements for the 21.6 ix glass beads were reasonably 
consistent with the trends of the previous pressure drop 
measurements. However, it could not be concluded that the 
controlling mechanism in the horizontal test section was the 
same for both cases. Thickening of the sublayer was probably 
more important for the pressure drop measurements, and 
particle deposition was probably more important for the heat 
transfer measurements. 

The results for suspensions of 36.0 /x glass beads in air were 
less predictable and systematic than the results for the 21.6 it 
glass beads. Whereas friction factor increases were previously 

I.I 

Nusi.o 
Nu90.1 

0.6 

i3,ooo<Re9<n,ooo 

0 7 - HORIZONTAL FLOW: 
o i6.0M SLA55 BEA06 

IN AIR AND ARGON 
730.0/U. ALUMINUM 

POWDER IN ARGON 

Fig. 6 Horizontal Nusselt number ratio versus loading ratio: 36.0 fi 
glass beads and 30.0 n aluminum powder 
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noted at all test conditions for the 36.0 /* glass beads [4], 
Nusselt number increases were found only for loading ratios 
less than 0.4 for Reynolds numbers of about 12,000. In 
general, substantial Nusselt number decreases were observed. 
The friction factor and heat transfer results for the 36.0 p. 
glass beads tended to confirm the conjecture that particle 
deposition was more important for the Nusselt number 
reduction in the horizontal test section than any uniform 
sublayer changes. The onset and amount of Nusselt number 
reduction did not follow the consistent pattern observed with 
tests of 21.6 y. glass bead suspensions. It was apparent that the 
Reynolds analogy which predicts corresponding effects on 
heat transfer and momentum transfer was not valid for the 
horizontal flow. The particles did not just distort the structure 
of the turbulence as they did in vertical flow, but actually 
became an active part of the heat transfer mechanism. 

The data obtained with suspensions of 36.0 LI glass beads in 
argon were in agreement with the air suspension data. 
However, the aluminum-argon suspension data always in­
dicated Nusselt number increases regardless of loading ratio 
or Reynolds number. These results were probably caused by 
deposition of the powder on the cool wall of the horizontal 
test section. The unusual nature of the aluminum deposits 
(rock-hard buildups on metallic obstructions) probably 
disturbed the flow pattern and produced additional tur­
bulence. (It is noted that the aluminum deposits were so 
tenacious that they defied usual cleaning methods; some 
equipment had to be replaced after this work.) Reductions in 
local heat transfer rates directly at the deposit locations were 
probably quite small because of the high thermal conductivity 
of the aluminum. Therefore, it was likely that the additional 
turbulence, aiding heat transfer, more than offset the local 
fouling factors, hindering heat transfer. 

Conclusions 

The presence of particles generally reduced the heat transfer 
coefficients below those of the clean gas at corresponding gas 
flow rates. Reductions of up to 44 and 52 percent were 
achieved in the vertical test section for the 21.6 and 36.0 \i 
glass beads, respectively. Reductions of up to 38 and 44 
percent were also achieved in the horizontal test section for 
the 21.6 and 36.0 /n glass beads, respectively. The exceptions 
to the general occurrence of Nusselt number reduction ap­
peared either at low loading ratios or at low Reynolds 
numbers. The Nusselt number increases were always less than 
20 percent and were usually less than 10 percent. With the 
exception of cases where deposition complicated the results, 
the suspension Nusselt numbers were independent of the 
carrying gas (air or argon) and were independent of particle 
properties (other than diameter). 

The Nusselt number reduction in the vertical test section 
was considered as a coincident result of the drag reduction 
that had been observed earlier using the same experimental 

apparatus. The thickening of the viscous sublayer, the cause 
of the drag reduction, was also believed to be the primary 
cause of the Nusselt number reduction. Visual observations of 
nonuniform particle concentration and of deposition in the 
horizontal test section indicated that the particles here took a 
more active role in the heat transfer mechanism. Therefore 
the Nusselt number reduction in the horizontal test section 
could not be attributed solely to the distortion of the fluid 
structure by the presence of particles. Thickening of the 
sublayer was probably more important in the vertical test 
section, and particle deposition was probably more important 
in the horizontal test section. 
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Computation of Laminar Heat 
Transfer in Rotating Rectangular 
Ducts 
Cooling passages are often used in the rotor windings of large electrical generators, 
where the flow channel rotates about an axis parallel to but displaced from its axis 
of symmetry. In such a rotating passage, Coriolis accelerations and density 
gradients caused by the heated wall lead to the development of secondary flows 
which can have strong effects on heat transfer and pressure drop characteristics. 
Finite difference solutions were obtained for laminar flow of air in a rotating 
rectangular duct with aspect ratio 2/1, where the duct wall is subjected to a uniform 
heat flux. The solutions show the effect of rotation on the development of the flow 
patterns and velocity and temperature variations. Results for Nusselt number and 
friction factor are presented in both the inlet and fully developed regions over a 
range of Grashof and Reynolds numbers. 

Introduction 

As the size and energy density in large, high-performance 
electrical generators increased, it became standard design 
practice to provide cooling passages in the stator and rotor 
windings. By circulating coolant through channels in the 
windings, it was possible to increase the electrical and 
magnetic loadings without exceeding the temperature 
limitation of the electrical insulation. A major portion of a 
typical rotor cooling circuit involves flow channels which are 
parallel to the rotor axis. Coolant is transferred to and from 
the windings through radial ducting systems containing 
distribution and collection plenum chambers. 

In the case of a duct rotating about an axis, parallel to but 
displaced from the axis of symmetry, the density gradients 
caused by the heated wall interact with the centrifugal ac­
celeration to cause a secondary flow. The cooler and more 
dense fluid in the core flows radially outward while the 
warmer fluid near the walls flows inward toward the axis of 
rotation. In addition, Coriolis accelerations induced by the 
transverse velocity components lead to further adjustments in 
the flow patterns. 

This study is concerned with laminar flow in ducts of 
rectangular cross section, a geometry which is of commercial 
importance in the power generation industry. There are a 
number of investigations cited in the literature which are 
relevant to the parallel rotating duct, but most of these deal 
with flows in circular pipes. Theoretical solutions for the fully 
developed circular tube case were obtained by Morris [1] using 
a series expansion technique, Mori and Nakayama [2] using 
an integral method, and Woods and Morris [3] with a 
numerical finite difference approach. 

An extensive review of heat transfer in rotating channels 
has been presented by Morris [4]. The review includes results 
reported for fully developed laminar heat transfer through a 
rotating circular tube by Morris [5-7], Davies and Morris [8], 
Woods and Morris [9], and Woods [10]. Data for air, water, 
and glycerol are contained in [5-10], but caution should be 
used in applying these results to the fully developed laminar 
case since the test sections were relatively short. In addition, a 
significant amount of the data with air were obtained in the 
Reynolds number range from 1900 to 2500 where transition 
phenomena may be important. 

The only theoretical solutions on flow development in a 
circular tube rotating about a parallel axis are by Skiadaressis 
and Spalding [11], Experimental data for the laminar entrance 

region are reported by Woods [10] and Sakamoto and Fukui 
[12] for air. 

Although no results have been published on the rotating 
rectangular duct, Dias [13] and Morris and Dias [14] studied 
the case of a rotating square duct with laminar flow. 
Theoretical results for the fully developed flow are given in 
[14] with a limited amount of data using air as the working 
fluid. 

In the present paper, finite difference solutions are 
presented for laminar flow of air in a rectangular duct with an 
aspect ratio of 2 /1 , where the wall heat flux is uniform in both 
the axial and circumferential directions. The results show the 
effect of rotation on the flow development, and solutions for 
Nusselt number and friction factor are presented in both the 
inlet and fully developed regions over a wide range of Grashof 
and Reynolds numbers. 

Governing Equations and Calculation Procedures 

Figure 1 shows the duct geometry of interest in this in­
vestigation. All the calculations are for the aspect ratio b/a — 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
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2/1 , where the larger side of the rectangle is aligned in the 
radial direction. 

The equations that need to be solved for the convective heat 
transfer in a rotating duct are the three momentum equations, 
the continuity equation, the energy equation, and the 
equation of state for the fluid. Since no recirculation is ex­
pected in the primary flow direction (z direction), the 
downstream influence on the flow can be neglected. The 
momentum and energy equations were reduced to a form that 
does not include the axial diffusion terms [15-17] and were 
written as: 
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In the real flow, the net buoyancy force combines 
rotational and normal gravitational effects and is thus 
dependent on the angular orientation of the system. This 
analysis accounts only for the centrifugal acceleration and 
ignores normal gravity (see equation (3)); and the results are 
expected to be valid only in the situation where the rotational 
acceleration is at least an order of magnitude greater than the 
normal gravitational acceleration g. In addition, it is assumed 
tha t / / > > b. 

The last term in equation (3) can be expressed as 

Q2H[P-Pb] + pbil
2H 

For a gas p = p(P, T), and in general 

* ) AT+(-^) AP+(^' 
dT/p \dPJr KdPdT; 
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Ap (°>-) AT+(-^) A P + ( - ^ - ) 
\ dT / P \ dP JT KdPdT/ 

A TAP 

Defining 

» - T ( £ ) 
and letting Ap ~ Q2HDHAp, for a perfect gas this yields 

•p(3AT+p 

Ap--

AT2 

Q2HD„ ATQ2H 
1 

RT RT2 

where Ap, AP and AT are spanwise variations. For the 
problem of interest AT/T < < 1; U2HDH/RT < < 1 and the 
expression for Ap reduces to 

Ap=-p/3AT (6) 

Equation (5) thus becomes 

-PpQ2H[T-Tb]+pbQ
2H (7) 

where 

Tb = local bulk temperature, 
pb = local density based on local bulk temperature, and 

0 = yn 
In a practical rotating duct situation with high wall heat 

fluxes, the bulk temperature, density, and other properties 
can vary quite significantly in the axial direction, leading to 
large axial variations in Re and Gr. To account for this, the 
fluid properties were assumed to be constant in the transverse 
direction and allowed to vary with bulk temperature in the Z 
direction. The local value of bulk temperature Tb is obtained 
from the uniform wall heat flux condition 

qw(2a + 2b) = Pb(ab)WbCp 
dT, 

dZ 
(8) 

There was one exception to the assumption of constant 
properties in the transverse direction. This is in equations (3) 
and (7) where density was allowed to vary in the transverse 
plane, giving rise to the buoyancy term. 

Nomenclature 

a, b 

Dh 

= lengths of sides of 
rectangular duct (see 
Fig. 1) 

= specific heat 
= hydraulic diameter 

4ab 

fo = 

2(a + b) 

f = friction factor 

PbWb 

fully developed friction 
factor from variable 
property solution in 
stationary duct with no 
body forces 

Gr 

h 

h + 

H 

k 

I 

m 
n 

Nu 

= Grashof number 

Q2HpqwDH* 

kv2 

= heat transfer coefficient 

<7,v 

V-* vv.avg — * b) 

= local heat transfer co­
efficient 

Qw 

(7\v,local — Tb) 

= radial distance from 
axis of rotation to duct 

= fluid thermal con­
ductivity 

= linear distance around 
duct perimeter 

= mass flow rate 
= distance normal to wall 
= Nusselt number based 

Nu0 

P 
Pa 

Piz) 
P 

P 

Pr 

0** * n\avg 

hDH 

k 

= fully developed Nusselt 
number from variable 
property solution in 
stationary duct with no 
body forces 

= pressure 
= pressure at inlet 
= pressure at point (z) 
= dimensionless pressure 

P 
pwb

2 

= spaced-averaged pres­
sure over cross-sectional 
plane 

= Prandtl number 
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Fig. 2 Development of axial velocity profiles at x = a/2; stationary 
duct without body force and rotating duct 

Following Patankar and Spalding [16] the axial (z direction) 
and lateral momentum equations were uncoupled and the 
shear stresses acting on the lateral plane were neglected. The 
pressures in the axial and lateral momentum equations are 
uncoupled and computed separately. In the axial momentum 
equation, the quantity p is considered to be a space-averaged 
pressure over the cross-sectional plane and, as will be seen 
later, dp/dz is assumed known before the other two pressure 

gradients dp/dx and dp/dy are calculated. This practice is 
implicit in traditional calculations of two-dimensional 
boundary layers as well. In that case, the lateral momentum 
equation is not solved, so the approximation is not obvious. 

Substituting equation (7) into equation (3) and using all the 
assumptions described above leads to the final version of the 
equations solved in this study. In nondimensional form they 
are: 
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The initial condit ions at Z = 0 are: 

6 = 0,W=l,U=0, and V=0 

The wall boundary conditions are given as 

w=u=v=o 
dd _ 1 

dn ~ DH 

The calculation procedure solves a three-dimensional 
problem using a marching technique to calculate the 

Nomenclature (cont.) 

q„ = wall heat flux 
Re = Reynolds number 

= wbDH 

v 

Re(0) = Reynolds number at 
duct inlet 

Ro = rota t ion number 

_ SXDH 

wb 

R = gas constant 
T = temperature 

Tb = bulk fluid temperature 
Tw = wall temperature 

îv.avg - average wall tem­
perature 

1 
:lT„dl 

2(.a + b)-

= local wall temperature 

u,v,w = ve loc i ty c o m p o n e n t s 
(see Fig. 1) 

U, V, W = dimensionless velocity 
components ; 

w 
wb 

u= — ,v= — ,w 
wb wb 

wb — average axial velocity 
x,y,z — Cartesian coordinates 

(see Fig. 1) 
X, Y, Z = dimensionless coor­

dinates; 

X--

z= 
= dimensionless 

distance 
z 

axial 

DHRe(0) 

/3 = coefficient of thermal 
expansion 

8 = dimensionless tem­
perature 

_ (71- T„)k 
qwDH 

ix = absolute viscosity 
v = kinematic viscosity 
p = density 

pb = bulk density 
T„ = wall shear stress 
fw = average wall shear stress 

1 
; Kdl 

2(a + b) 

fi = angular velocity 
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Fig. 3 Development of transverse flow patterns: Re = 1800, Ro = 
0.066, Gr = 3.5 x 105, Pr = 0.7 

sequential development of the flow along its primary 
direction. The method is described in detail by Patankar and 
Spalding [16] and Neti and Eichhorn [17] and some of the 
important features are described below. 

The deletion of the stresses in the lateral plane and the 
uncoupling of the longitudinal (P) and lateral (P) pressures 
allow two-dimensional computer storage and marching in­
tegration. The solution procedure uses a staggered uniform 
grid [18]. Some of the assumptions made in deriving the 
difference equation for a dependent variable </> with a trans­
port property Y are: (i) In the z-direction <j> is assumed to vary 
in a stepwise manner, with the downstream </> values 

prevailing over the interval of integration. This makes the 
difference scheme fully implicit. (/'/) In the x-y plane, the 
value of </> is assumed to remain uniform and equal to its value 
at the center of the downstream face of the control volume. 
(Hi) A combination of central and upwind differencing is used 
in the computations. 

The choice of central or upwind differencing is based on the 
local value of the Peclet number. This procedure has been 
shown to be an effective technique for solving viscous flow 
problems [16, 19]. While the authors know of no other results 
for a rectangular duct with which to compare these results, 
Neti and Eichhorn [20] used upwind differencing to compute 
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the laminar flow in a square duct. A comparison of their 
results with those of Carlson and Hornbeck [21], who used 
central differences for the convective terms, showed very 
good agreement for both lateral and axial velocities. 

The computational procedure consists of estimating axial 
pressure drop and calculating the corresponding downstream 
axial velocity field using the upstream parameters. The newly 
calculated axial velocity field, which may not satisfy con­
tinuity, is then corrected using the overall mass flow balance 
and corrected values of axial pressure drop. This iteration is 
continued until the correct axial velocities and pressure drop 
are determined. The equations for the cross plane velocities (u 
and v) and the corresponding pressure field are then solved 
with a similar guess and correction procedure using the known 
axial velocity distributions. The energy equation is then solved 
to complete the solution for one step. 

For this class of problems, it is possible to define the heat 
transfer coefficient and friction factor in various ways. The 
parameters are used as follows in this study: 

• At any axial position, the heat transfer coefficient h is 
based on the peripheral average of the wall temperatures 
at that z location. Hence 

h = 
Qw 

and Nu = 
hDH 

r T -
± tv.avg * I) ' v 

At any axial position, the friction factor/is based on the 
peripheral average of the wall shear stresses at that z 
location, leading to 

/ -
Vipbwb

2 

Verification of Computations and Numerical Results 

As with others, the computational procedure used is subject 
to computational instabilities and numerical truncation and 
roundoff errors; and a series of computer runs was carried out 
for the stationary duct case using different grid spacings and 
axial step sizes to determine the effects of spacing on accuracy 
and stability. One group of calculations, carried out for mesh 
sizes in the 2 x 1 rectangular duct from 16 X 16 to 32 X 32, 
showed that increases in mesh fineness beyond 24 X 24 
caused less than a 2.5 percent change in dimensionless 
pressure drop. Calculations on the effect of axial step size 
showed that reductions in dimensionless step size from A.Z* = 
0.0005 to 0.000125 caused changes in dimensionless pressure 
drop of less than 1 percent. These calculations were all done 
for the first part of the inlet region and all the comparisons 
indicated above were made at the axial position Z* = 0.003. 
Similar calculations with the same program for 1/4 of a 
square duct using 11 x 11 and 15 x 15 grids showed less than 
a 1 percent difference in fully developed friction factor and 
Nusselt number between the two cases. As a result of these 
trial runs, the 24 x 24 mesh and axial step size of Z* = 
0.00025 were used for all subsequent calculations presented in 
this paper for the 2 x 1 duct. 

Preliminary calculations were performed for air for the 
case of the stationary duct without buoyancy or Coriolis 
terms in the equations and with small heat flux qw. In this case 
the solution of the momentum equations is independent of the 
energy equation and the computed velocities and pressures 
can be compared directly to isothermal flow measurements 
obtained by Sparrow et al. [22], The results for dimensionless 
pressure drop, centerline velocity, and the axial velocity 
profiles are in good agreement with the experimental data; 
and a comparison is given for the axial velocity profiles in Fig. 
2. However, agreement on axial velocity and pressure 
variations does not necessarily guarantee agreement on the 
secondary flows. Since there are no experimental or analytical 
results that can be used to compare the u and v velocity 

l i l2H 

4y 
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Z*= 3.04 

- 2 0 2 

0 ( x l O ) 
Fig. 4 Development of temperature profiles along duct centerline 

components, it is not possible to directly validate that part of 
the solution. However, as already noted, one of the authors 
has obtained results for laminar developing flow in a square 
duct [20] using this technique and was able to show excellent 
agreement in his secondary flows with those obtained by other 
investigators. 

Theoretical results for fully developed friction factors in 
rectangular ducts are summarized in Shah and London [23] 
for the 2 x 1 configuration. These show that/Re = 15.545, 
which is in close agreement with the value of 15.4 obtained 
from the present calculations. For the stationary duct, the 
results of the present calculations for Nusselt number versus 
Z* converge to a value of Nu = 3.1 at large values of Z*. 
Using solution techniques for the fully developed case, Shah 
[24] and Iqbal et al. [25] reported fully developed values of Nu 
= 3.02. 

Results for air with a high heat flux {qw = 900 W/m1) were 
also obtained and these indicate a significant influence of 
axial property variation on the solutions. Later in this paper, 
values for fully developed friction factor (/0) and Nusselt 
number (Nu0) in a stationary duct are used as reference values 
against which to measure rotational effects. Values from the 
variable property solutions are used for the purpose of these 
comparisons. 

The effects of rotation on the development of the flow in 
the rectangular duct are shown in Fig. 3 for the left half of the 
duct for Re = 1800, Gr = 3.5 x 1 0 \ and Ro = 0.067. The 
arrows represent the velocity vectors in the transverse plane. 
At the inlet to the duct, the flow develops as a classical 
boundary layer, where all the transverse velocities are directed 
toward the center of the duct. As the fluid reaches a non-
dimensional axial distance Z* = 0.005 the effects of the body 
forces start to dominate, resulting in a reorganization of the 
transverse flow patterns. Further downstream, the flow 
exhibits a typical mixed convection behavior with the fluid 
"rising" along the hot wall against the body force. The axial 
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development of the axial velocity and temperature profiles are 
shown in Figs. 2 and 4. 

The flow cells shown in Fig. 3 indicate the presence of a 
severe asymmetry in the direction of the buoyancy term. The 
effect of this on the temperature distribution is shown in Fig. 
5 where the fully developed wall temperature is indicated as a 
function of position around the perimeter. Strong cir­
cumferential variations in the local Nusselt number Nu+ ' 
based on the local wall temperature, and shear stress also 
occur. 

The analysis allows for axial variations of temperature and 
pressure; thus the Reynolds number, Grashof number, and 
rotation number also vary along the axis. Figure 6 shows the 
axial variations in these quantities for the case illustrated in 
Figs. 3-5. 

Similar calculations were performed for Reynolds numbers 
varying from 250 to 2000 and Grashof numbers from zero up 

tflZH 

AIR 
Re =1800 
Gr = 3.5x|0 5 

Ro =0.066 
ft =250.4 rod/9 
qw=900W/m2 

Z*=0.l 

BOTTOM SIDE TOP 
Fig. 5 Circumferential variation of wall temperature at Z* = 0.1 

to 107. The rotation number Ro varied as shown in Table 1 
during the course of these runs. 

A summary of the effects of Grashof number on Nu and 
friction factor in the inlet region is given in Figs. 7 and 8. The 
abrupt changes in the slopes of the curves in the range of Z* 
= 0.0025 to 0.010 is due to reorientation of the transverse 
flow patterns as described earlier. This effect becomes 
negligible at low values of Gr number, but is quite severe in 
the higher Gr range. At the very highest values of Gr for 
which computations were made, there was evidence of the 
development of additional rotational cells in the transverse 
plane (see Fig. 9). 

The results for Nu and friction factor for the fully 
developed case are given in Figs. 10 and 11 as plots of 
Nu/Nu0 and /Re/(/Re)0 versus Gr. These show a very good 
correlation for different values of Re and a limited range of 
Ro. Also shown on these plots are results from the numerical 
solutions of Morris and Woods for a circular duct [4] and 
Morris and Dias for a square duct [14] rotating about a 
parallel axis. 

Finally shown in Fig. 12 is a comparison between the 
numerical results for heat transfer with some recent data 
obtained from experiments with air in a rotating heated 
rectangular duct with a 2/1 aspect ratio [26]. The figure shows 
the measured values of Nusselt number as a function of 
Grashof number in the inlet region at Z* = 0.029. Additional 
data for both Nusselt number and nondimensional pressure 
drop were obtained at other locations in the entrance region, 
and a full description of these along with a thorough com­
parison with the finite difference results will be given in a 
future paper. 

Summary 

• At the very beginning of the entrance region in the duct, 
the transverse velocities are all directed toward the center of 
the duct. Within a short axial distance the flow reorganizes 
and a recirculating flow pattern develops. 

2 0 0 0 0.08 -

1 9 0 0 - 0.07 

1800-*- 0.06 

- - I . 0 

0.8 » 

0.6 

- 0 . 4 

Fig. 6 Axial variation of Re, Gr, Ro 

Table 1 
W/m2 

Run 

Tabulation of Gr, Re, and Ro at Z* = 0 and Z* = 0.12; q„ 900 

Gr(0) Gr(0.12) Re(0) Re(0.12) Ro(0) Ro(0.12) 

A 
B 
C 
D 
E 
F 
G 

0 
6.3 X 
1.6 x 
6.4 x 
1.6 x 
2.5 x 10° 

2.1 
5.4 
2.25 x 103 

5.5 

1 x 10
7 3.3 

103 

105 

106 

2000 
500 
250 
500 
1000 
2000 
2000 

1800 
450 
225 
450 
900 
1800 
1800 

0 
0.082 
0.26 
0.26 
0.21 
0.13 
0.26 

0 
0.066 
0.21 
0.21 
0.17 
0.1 
0.21 
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• The flow slowly approaches a fully developed condition, 
reaching asymptotic values of Nu, /Re, and velocity profile 
shape at values of Z* in excess of 0.12. The fully developed 
solutions for Nu and /Re are independent of Reynolds 
number and are relatively insensitive to Ro. These results are 
in good qualitative agreement with fully developed solutions 
for gases in square ducts and circular tubes. The results of the 
analysis for heat transfer in the entrance region are in very 
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Fig. 7 Nusselt number variation along duct for different Gr 
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close quantitative agreement with recent experimental data 
obtained with air in a rectangular duct. 

• The effects of rotation on Nusselt number and friction 
factor can be quite large. For a fully developed flow at 
Grashof number of 5 x 106, the Nusselt number is 2.3 times 
the low Grashof number value and the friction factor is 1.8 
times the value for low Gr. Rotation has an influence on 
Nusselt number and friction factor for values of Gr in excess 
of 5 x 103. 

• As a consequence of the transverse circulation patterns 
developed in the flow there are significant circumferential 
temperature variations around the duct. These lead to large 
variations in heat transfer coefficient for the uniform wall 
heat flux case. The standard definition of a local heat transfer 
coefficient h + is not very useful here, due to situations where 
the local wall temperature is less than the local bulk tem­
perature, leading to negative local heat transfer coefficients. 
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Natural Convection 
for a Concentric Tu 
Thermosiphon 

Heat Transfer 

Natural convection heat transfer for a single-phase thermosiphon formed by two 
concentric tubes and a central rod filled with water is studied theoretically and 
experimentally. The two annuli between the tubes and the rod are joined at the top 
and bottom and form a flow loop. The middle tube is heated while the outer tube is 
cooled. In this one-dimensional model equations for continuity, momentum, and 
energy for steady laminar flow are written and solved numerically. There is 
reasonably good agreement between the analytically and experimentally determined 
temperatures and convective velocities in the thermosiphon. 

Introduction 

There are a number of engineering applications for ther-
mosiphons. Examples listed by Japikse [1] include the cooling 
of turbine blades, electrical machine rotors, transformers, 
nuclear reactors, and internal combustion engines. Two other 
applications are for solar water heaters [2] and the Trombe 
method for solar house heating [3]. Concentric tube ther-
mosiphons have been proposed for the extraction of 
geothermal energy and investigated experimentally by Seki et 
al. [4]. Chato [5], Keller [6], Welander [7], Creveling et al. [8], 
Greif et al. [9], Zvirin et al. [10], and Kaizerman et al. [11] 
have analyzed different types of closed loop thermosiphons. 

This study is concerned with a closed loop thermosiphon 
where the channels are the annuli between three concentric 
cylindrical surfaces. The Savannah River Plant (SRP) near 
Aiken, SC has nuclear reactors filled with tubular assemblies 
containing uranium. Under certain conditions after reactor 
shutdown the residual decay heat in the assemblies is removed 
by natural convection only. The assemblies act as ther­
mosiphons. This study allowed a determination of the amount 
of heat that could be removed from the assemblies without 
exceeding the maximum temperature limit. 

The concentric tube thermosiphon is more complicated 
than the usual closed loop thermosiphon because the annuli 
are coupled by conduction through the middle tube as well as 
convection around the loop and because recirculation cells 
form in the outer annulus. The method of analysis described 
here is directly applicable to single-phase geothermal con­
centric tube thermosiphons and also to Trombe solar heating 
which is mathematically similar. The method was applied to 
the two-tube concentric thermosiphon of Seki et al. [4]. The 
calculated heat transfer rates agree well with the Seki ex­
perimental data. 

Description of Thermosiphon 

The concentric thermosiphon is shown in Fig. 1. It consists 
of an inner rod, a heater tube, and a casing. The tubes and the 
rod have longitudinal ribs which separate them and form 
annular passages. The casing is longer than the heater tube 
and there are spaces inside the casing above and below the 
heater tube that join the annuli. During operation of the 
thermosiphon, water in the inner annulus is heated and rises. 
Water in the outer annulus descends as it loses heat to the 
relatively cool casing and the basin water surrounding it. Heat 
loss to the basin is by natural convection. 

Experimental Apparatus 

A dimensionally exact replica of one type of SRP reactor 
assembly was built for testing. The casing, heater, and inner 
rod were made from aluminum, stainless steel, and glass-
filled polyester, respectively. Stainless steel was chosen for the 
heater because it has a relatively high electrical resistivity and 
it has a thermal conductivity similar to that of uranium. The 
heater was electrically insulated from the casing by ribs made 
of glass-filled polyester. Up to 24 kW of power for the heaters 
was supplied by two large rectifiers. Copper cables passing 
through holes in the casing were connected to the ends of the 
heater. The holes were sealed with Teflon® gaskets to prevent 
water flow in or out of the thermosiphon. The entire assembly 
was placed in a tank of water. The top portion of the casing 
was above the surface of the water. 

Instrumentation of Thermosiphon 

The thermosiphon was instrumented with electrical con­
ductivity probes for fluid velocity measurements and ther­
mocouples. The test assembly held five thermocouples, one at 
each end of both annuli and one embedded in the heater two 
inches from the top. In addition, there were three ther­
mocouples in the tank water surrounding the thermosiphon: 
at the top, bottom, and midheight. 

The thermosiphon also held four electrical conductivity 
probes, one at each end of the two annuli. The conductivity 
probes consisted of double wires whose bare tips were 
separated by 6 mm. The probes were used to measure the 
length of time required for a pulse of salt tracer to be carried 
the length of the thermosiphon. The salt tracer solution was 
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Fig. 1 Cross-sectional view of thermosiphon 
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made neutrally buoyant with the addition of ethanol. The 
accuracy of the method was estimated by comparing ex­
perimental and theoretical ratios of the velocities in the inner 
and outer annuli for a series of tests. The discrepancies ranged 
up to 26 percent. The estimated uncertainty in measurements 
was taken to be 26 percent. 

Derivation of Equations Describing Thermosiphon 

Equations are written for conservation of mass, 
momentum, and energy. The equation for conservation of 
mass is 

ir(r2
2 -ri

2WA=Tr(r4
2 -r,2)VB = Q 

The momentum equation is derived first starting with an 
equation used by Zvirin et al. [10] 

HE. 
ds 

+ pgez»eJ+FF = 0 (1) 

In this one-dimensional analysis the coordinate 5 follows the 
flow loop in the direction of the convective flow. Some 
manipulation is necessary to put equation (1) in a useful form. 
Integrating the equation around the loop eliminates the 
pressure term. Substituting coefficients of frictional losses for 
the frictional term gives 

gpdz+(RFA+RFB)Q = Q (2) 
where coefficients RFA and RFB are defined as the frictional 
loss in the corresponding annulus divided by Q. The coef­
ficients do not include entrance and exit losses because those 
losses are negligible at the low velocities encountered in this 
study. The experimentally measured Reynolds number never 
exceeded 800. The frictional loss for a simple laminar flow in 
the annulus is given by Bird et al. [12]. For the inner annulus 
the coefficient is 

RFa — 
8lxL/irr2

4 

l - / - , 4 / / - - , 4 -
(1 2 / r 2

2 ) 2-V2 
(3) 

In r1/rl 

The radii of the tubes and the rod are labeled in Fig. 2. 
While the flow in the outer annulus is laminar, the pattern 
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Fig. 2 Side view of thermosiphon 

is much more complicated because of the relatively large 
temperature gradient across that annulus not found in the 
inner annulus. The flow pattern affected both the frictional 
loss and heat transfer in the outer annulus. Elder [13] showed 
experimentally that under some conditions a number of 
convection cells form when a temperature gradient is im­
pressed on a tall, thin cavity filled with liquid. The convection 
cells, which are stacked one upon another, enhance heat 
transfer across the cavity. Randall et al. [14] found that 
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convection cells formed at Rayleigh numbers above 104 for 
high aspect ratio geometries, such as the present annuli. 
Convection cells presumably occurred in the present outer 
annulus because the Rayleigh number ranged from 104 to 2 x 
105. There was additional evidence for the presence of 
convection cells. When salt tracer was injected in the top of 
the outer annulus it dispersed markedly, which would not be 
expected for simple laminar flow. Because the mechanisms 
for convection of heat and momentum are nearly the same for 
the multiple convection cells, a Reynolds-type analogy is used 
to calculate the coefficient of frictional resistance for the 
relatively slow bulk flow down the outer annulus. The Nusselt 
number for annulus B is defined as the ratio of the heat 
transfer coefficient in the presence of convection cells to the 
heat transfer coefficient for conduction only. In the absence 
of cells NuB = 1. The frictional loss in annulus B is ap­
proximately equal to the frictional loss in the absence of cells 
multiplied by Nufl. 

Therefore 

RFR — 

NugS/jL/irr^4 

l - r 3
4 / / - 4

4 -
( l - r 3

2 / / - 4
2 ) 2 

(4) 

In r4/r3 

Randall et al. [14] measured heat transfer coefficients for 
natural convection between vertical parallel plates at different 
temperatures. The correlation is 

Nufl = 0.0965(GrflPr)0-29 (5) 

Having evaluated the coefficients of frictional resistance it 
remains to expand density in the form 

p(T)=p0-(T-T0)p0p (6) 

where p0 is the density at reference temperature T0. The 
reference temperature is the average temperature in the an­
nulus under consideration. Substituting (6) into (2) gives 

gp0(l + T0(3)dz-gp0PTdz+(RFA+RFB)Q = 0 

The left-hand integral is zero giving the final form of the 
momentum equation, the first of the equations to be solved 
simultaneously: 

gPol3Tdz=(RFA+RFB)Q (7) 

The rest of the equations are now derived. The heat fluxes 
are written in terms of heat transfer coefficients 

q2=h2{TA-T2) (8) 

q3=h3(T3-TB) (9) 

q4 = U(TB-Tw) (10) 

The individual heat transfer coefficients are evaluated as 
follows. Lundberg et al. [15] calculated that the Nusselt 
number for heat transfer to a long annulus in laminar flow is 
5.38. The heat transfer coefficient for the inner annulus is 

5.38k 
^ 2 = ^ 7 r- (11) 

2(r2-/- i) 
The possibility that local buoyancy forces affected heat 
transfer in the inner annulus was investigated. Equation (65) 
in [16] was evaluated and indicated that buoyancy forces had 
a negligible effect. 

The Nusselt number for heat transfer across the outer 
annulus is given by equation (5). The heat transfer coefficient 
is 

hK 
NUHA: 

(12) 
r4-r3 

It is assumed that half of the resistance to heat transfer across 
the outer annulus is the film resistance from a wall to the bulk 
fluid. Therefore the film coefficient is twice the annular 
coefficient 

h4 = 
2NuBk 

(13) 

Also/)3 equals h4. 
The overall heat transfer coefficient, U, is composed of 

film coefficients inside and outside the casing. The thermal 
resistance of the casing is negligible. 

1 
U= (14) 

1 1 
h4 h5 

Coefficient hs is for natural convection from a vertical 
cylinder [17] 

h5 = ^ (15) 

where 

Nu = 0.13(GrPr)1/3 (16) 

Substituting equations (13) and (15) in (14) gives the overall 
heat transfer coefficient 

1 
U= (17) 

r4-r3 + -2NuBA: ' NuA: 
A conservation of energy equation is written for a dif­

ferential length of heater tube. If axial conduction is neglected 
the specific heater power, G, is related to the surface heat 
fluxes by 

(r3
2-r2

2)G 
r3q3~r2q2- (18) 

A second conservation equation equates the heat generated 
by the heater to the total heat loss from the casing 

2irr, 1 q4dz = ir(r3 r2
2)GL2 (19) 

Heat losses to air above the water surface were ignored as 
negligible. The energy equations for annuli A and B are 

dT 
PoCQ— = -q22irr2 

dz 

PoCQ— =2ir(q4r4-qir3) 
dz 

(20) 

(21) 

The equation for the unheated lower section of annulus B is 

(22) PoCQ— = 2irq4r4 
dz 

The temperatures at the inner and outer surfaces of the 
heater tube are related by the differential equation for radial 
conduction in a cylinder (axial conduction was neglected) 

-Gr d ( 
= drV k dr\ dr ) 

Integrating equation (23) twice gives 

T(r) = T(r2)~^(r2-r2
2) 

4k 

(23) 

2
2 dT{r2)\^ r 

+ r2 )ln— 
/ r-, \ 2k ' dr 

The radial heat fluxes at the surfaces are 

q2 = -k 
dT dT\ 

(24) 

(25) , <73 = -k-r I 
dr r2 dr \r3 

Solving equation (18) for G and substituting the resulting 
equation and equation (25) into equation (24) and evaluating 
at r = r3 yields the relation between radii, temperatures, and 
heat fluxes at the inside and outside surfaces of the cylinder. 
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Fig. 5 Metal temperature at top of heater 

Finite Difference Solution of Equations 

Eleven equally spaced node points were positioned in each 
of the two annuli, on both surfaces of the heater tube, and on 
the inner surface of the casing. Also, there were nodes on the 
casing above and below the heater. The 22 nodes on the 
surfaces of the heater and the 22 annular nodes all had an 
associated temperature. All 35 surface nodes had an 
associated heat flux. Adding Q as a variable gave a total of 80 
variables. 

Equations (7) and (19) were rewritten in a form that per­
formed numerical integration with the trapezoidal rule. For 
example, equation (19) became 
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q^Lx/2)Lx + 0.5q4(Lx)L2/\0 + Ytq^iL1/\0 + L^L2/\Q 
i=\ 

+ 0.5^4(Li + L2)L2/lO + q4(L, +L2 +L}/2)L3 

(r3
2-r2

2)GL2 

2r4 

The first term is the loss from the unheated section at the 
bottom. The second, third, and fourth terms are the losses 
from the heated section. The fifth term is the loss from the 
unheated section at the top. Equations (8), (9), (10), (18), (20), 
(21), (22), and (26) were rewritten in finite difference form. 
For example, equation (8) became 

q2(iAz) =h2[TA(iAz) -T2(iAz)] 

/ = 1,11 

There was a total of eighty equations in eighty unknowns. In 
order to use matrix inversion the nonlinear terms in the 
equations were first linearized. For example, a term con­
taining volumetric flowrate multiplied by temperature was 
linearized around a reference temperature (the average 
temperature of the water in the annulus) T0 and volumetric 
flow Q0. The following Taylor series expansion was made 

QT=Q0T0 + TQ(Q-Q0) + Q0(T-T0) 

An iterative method was used to solve the equations. Initial 
estimates were made for reference temperatures and the 
reference flow. The viscosities and coefficients of thermal 
expansion at reference temperatures were substituted into the 
equations. The linearized equations were then solved by 
matrix inversion. The calculated temperatures and flow were 
used as the new reference values. The process converged in 
less than ten iterations and provided a virtually exact solution 
to the original nonlinear equations. The fluid velocities in the 
annuli were then calculated 

VA = -

Q 
Vn = 

Results and Discussion 

Figure 3 traces the temperature of the water circulating 
through the thermosiphon and compares experimental data 
with calculations. The sharp temperature decreases at the top 
and bottom occurred because these sections of the ther­
mosiphon were not heated and lost heat relatively rapidly to 
the tank water. Temperatures and velocities calculated by the 
model are compared with experimental data in Figs. 4-7 for 
two different values of water level L3 and for tank water 
temperatures of 30°C and 50°C. Figure 4 shows the con-
vective velocity in the inner annulus. Figure 5 shows the metal 
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Fig. 9 Comparison of model results with Seki data 

temperature near the top of the heater. The metal temperature 
was calculated as the average of the temperatures of the nodes 
at height (Lx + L2) and radii 2 and 3. Figures 6 and 7 show 
the water temperatures at the inner and outer annuli 
referenced to the tank water temperature. The Nusselt number 
for the overall heat transfer process is plotted in Fig. 8. 
Agreement between calculated and measured temperatures, 
velocities, and Nusselt numbers is reasonably good. The 
discrepancies between measured and calculated quantities are 
most likely due to approximations involved in the model. 

There are five significant approximations: 

1 Equation (4) for RFB is an approximation 
2 Randall's correlation, equation (5), has an estimated 

uncertainty of 16 percent 
3 The film heat transfer coefficients for the inner and 

outer halves of annulus B are assumed equal 
4 The heat transfer coefficient in the open region above 

the heaters is assumed equal to the heat transfer coefficient in 
the outer half of annulus B 

5 The heater support is more complicated than the simple 
cylindrical piece shown in Fig. 2 

The choice of the number of nodes seems to have made little 
difference. Increasing the number of nodes made almost no 
difference in the results. Similar models were applied to all 
types of reactor assemblies at SRP to determine how much 
heat could be removed by natural convection. In some 
situations these calculated maximum heat removal rates were 
the limiting and controlling factors in reactor operation. For 
example, the assembly shown in Figs. 1 and 2 can dissipate a 
maximum of 24 kW in 30°C tank water without boiling. 

Application of Model to Experimental Data of Seki 
etal . 

Seki et al. [4] experimented with a concentric two-tube 
thermosiphon. Heat applied to the outer tube caused an 
upflow in the annulus between the tubes. At the top of the 
thermosiphon the working fluid entered a tank, was cooled to 
10°C and then allowed to return via the inner tube. They 
experimented with tubes of different dimensions and 
measured temperatures and heat fluxes. The working fluids 
were water and fluorocarbon R-l l . The data were reported in 
terms of the Nusselt number, Nux, and a modified Rayleigh 
number, Rax. Nux and Rax were based on the temperature 
difference between the heated outer tube and the returning 
cooled fluid. 

The analytical technique described in this paper was applied 
to the two-tube thermosiphon for water and seven different 
tube sizes. The primary differences between this and the 
previous analysis were that flow in the inner tube was modeled 
as a pipe flow, not an annular flow and that water at the top 
of the thermosiphon was cooled to a fixed temperature and 
then returned. The calculated results were expressed as NuA. 
and Rav. The experimental data and the calculated results 
agreed well. Data for three typical tube sizes are plotted for 
comparison in Fig. 9. 
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Thermal Stability of a Vertical 
Fluid Layer With Volumetric 
Energy Source 
The effects of nonuniform volumetric energy sources on the thermal stability of 
natural convection in a vertical fluid layer are investigated using the linear theory of 
stability. The neutral states of stability are obtained for four values of Prandtl 
number, ranging from 0.71 to 100, and for different values ofP in the range 0.1 < j3 
< 10. The critical parameters and the energetics of the critical disturbances are 
determined for each case. For all values of Prandtl number and /3 studied here, the 
critical instabilities set in as traveling waves, moving in the direction of gravity. In 
the low range of Prandtl number, 0.71 to 5, the critical curves approach the same 
asymptotic value for /3 > 10. The critical disturbances are found to be buoyancy 
driven for all Prandtl numbers and ft considered here, except for the low range of 
Prandtl number, for which they become shear driven disturbances as j3 increases. 

1 Introduction 
In the presence of a nonuniform temperature distribution 

within a vertical fluid layer in the gravity field, under certain 
conditions, a laminar convective motion sets in with the fluid 
moving in the direction of buoyancy forces, and heat is 
transferred mainly by conduction. The velocity profile of this 
laminar motion may vary from an even-symmetric flow to an 
odd-symmetric one, depending on the energy source causing 
the temperature nonuniformity. Such a source can be internal 
energy generation or simply heating one side of the vertical 
layer and cooling the other. 

The thermal instability of a vertical fluid layer having an 
odd cubic symmetric flow field, caused by keeping the two 
vertical sides at different but uniform temperatures, has been 
the subject of numerous investigations since its first in­
vestigation by Gershuni [1] about three decades ago. The 
works of Rudakov [2, 3], Vest and Arpaci [4], Gill and 
Kirkham [5], Korpela et al. [6] and many others, have 
established the well-known trend of the thermal stability of 
the conduction regime. Their results show that for Pr < 12.7, 
the transient regime sets in as horizontal stationary cells with 
Grashof number nearly independent of Prandtl number, 
while for Pr > 12.7, the instabilities set in as two traveling 
waves moving in opposite directions. 

The problem of the stability of a horizontal fluid layer with 
internal energy generation, has also received much attention. 
Sparrow et al. [7] have studied the effect of general boundary 
conditions and nonlinear temperature profile; Catton and 
Suo-Antilla [8] have reported numerical results for heat 
transfer in a layer with uniform heat generation; and Yucel 
and Bayazitoglu [9] studied the nonuniform heat generation 
effect with convective boundary conditions on the thermal 
stability of a horizontal layer. 

In the present investigation, the thermal stability of a 
vertical layer of fluid containing nonuniform volumetric 
energy sources is studied. The energy generation within the 
fluid layer can be due to radioactive decay, chemical reaction, 
or absorption of incident radiation. The energy source 
function is assumed to have an exponential form, and the 
effect of various types of source distribution, within the 
medium, on the onset of stability is investigated. 

2 Analysis 

The schematic diagram of the physical model considered in 

this study is shown in Fig. 1. It consists of Newtonian fluid 
contained between two long, vertical, parallel plates main­
tained at the same uniform temperature Tw. The fluid is 
heated by a nonuniform volumetric energy source. The 
Boussinesq approximation is invoked, i.e., the fluid 
properties are assumed to be constant except for the density 
which appears in the body force term of the momentum 
equation. The governing equations of motion and energy for 
the fluid layer are given in the vector notation as 

'w w 
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1983. 

r̂ ~ L-

Fig. 1 Geometry and coordinates 
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Continuity 

Momentum 

dV 

dt 
+ V- V K= 

V - F = 0 

1 P . 
— v P - — gev + r V 2 K 
Po Po 

Energy 

dT Q — + K.vr=av2r+ — 
dt pcp 

0) 

(2) 

(3) 

eY u + ev v where V = ex d/dX + ey d/dY +ez d/dZ, V 
+ ez w and the equation of state is defined by assuming a 
linear density-temperature relation in the form 

£_ 
Po 

•l-y(T-TJ (4) 

The volumetric rate of energy generation in the fluid q(y) is 
assumed in the form of exponential function 

i(y) = 
GOO VA~y) (5) 

Clearly, such a representation covers a wide range of 
distributions, from a uniform energy source for (3 = 0, to an 
impulse source function as /3— oo. 

In the case of energy generation resulting from the ab­
sorption of solar radiation, the volumetric rate of energy 
generation in the fluid is an exponential one in the form [9] 

M^m:^-**-* (6) 

convective motion (base flow) exists, the flow inside the 
vertical gap is parallel and in the direction of the buoyancy 
forces. 

2.1 Base Flow Analysis. The equations governing the 
initial steady motion of a fluid in the vertical gap are given in 
the dimensionless form as 

d2U 

dy2 

d28 

= A - 0 (V) 

(8) 

subject to the boundary conditions 

0=6 = 0 at y=±l/2 (9) 

The gross mass balance for the closed system is taken as 

Udy = 0 (10) 

and used to evaluate the constant A in equation (7). The 
solution of the above system of equations yields the steady-
state temperature and velocity profiles for the input energy 
source q. If the energy source is given by equation (5), the 
base temperature and velocity distributions are given as 

) = b0+biy + b2e &y 

U=c0 +c{y + c2y
2 +c^y3 +c4e' ffy 

(11) 

(12) 

If the energy generation is sufficiently small, a steady-state where 

N o m e n c l a t u r e 

= wave number in the .x-direction, non-
dimensional 

D = operator, 

Gr 
Grr 

GrRf 

k 
L 
P 

Pr 
Q 

dy 

e, = unit vector in /-direction 
g = acceleration of gravity 

I„ = intensity of the incident radiation trans­
mitted into the fluid 

= Grashof number, ygq0L
5/kv2 

= radiative Grashof number, ygI0L
4/kv2 

= energy contribution due to shear forces, 
Grfl,AR3 

= thermal conductivity 
= width of the gap 
= pressure 
= Prandtl number, v/a 
= rate of energy generation, nondimen-

sional, — or 
Qo h 

q0 = energy generation strength 
Q = rate of energy generation 

Ri 

S 
t 

T f T T 

U , V 

energy contribution due to buoyancy 
forces, R 2 /R 3 
wavespeed in x-direction, nondimensional 
time 
temperature, base flow temperature, wall 
temperature, reference temperature 
dimensionless perturbed velocity com­
ponents («, v, w)/u0 

U 
X,Y,Z 

x,y,z 

Greek Letters 

Subscript 

Superscripts 

reference velocity, ygq0L
A /kv or 

ygI0O/kv 
dimensionless base flow velocity, u/u„ 
Cartesian coordinates with Z normal to the 
plane of the paper 
(X, Y, Z)/L 

thermal diffusivity 
coefficient in equation (5) or fluid layer 
optical thickness in equation (6) 
thermal expansion coefficient 
dimensionless base flow temperature, {f 
- T„)/(q0L

2/k)or(f- Tw)/(I0L/k) 
dimensionless perturbed temperature, 
r/(q0L

2/k) or T'/(J0L/k) 
(T0-TJ/{q0L

2/k) or {T0-T„)/ 
(I0L/k) 
kinematic viscosity 
density 
dimensionless time, vt/L2 

c = critical state 

base flow quantity 
perturbed quantity 
radiative quantity 

590 / Vol. 107, AUGUST 1985 Transactions of the ASME 

Downloaded 18 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



b0 = (l+e- ' ?)/2(32 

ft, = (l-e-^/p2 

_ i 

b2 = -i 2 /a2 

^ - 4 ? [ ( - T ) " - ( 1 + T ) ] 
/ 1 \ [ (13) 

---?[('-})«-'('4)] 
c3 = - ( l - e - 3 ) / 6 / 3 2 

c4 = e~ 2 /p 

In the case of energy generation resulting from the ab­
sorption of the solar energy, the source term is given by 
equation (6). For such a case, the solution of the system of 
equations (7-10) also yields the same forms of 6 and 0 as 
given by equations (11-12), respectively, except the coef­
ficients in equations (13) are multiplied by the optical 
thickness /3. 

2.2 The Stability Analysis. To study the condition under 
which the laminar natural flow solution, given in section 2.1, 
is stable against small disturbances, we follow the standard 
procedure of the linear stability theory. Consider the total 
quantities slightly perturbed as 

F(.T,x,y,z)=F(y)+F'(T,x,y,z) (14) 

where F = 0,6, etc. denote the base flow quantities and F' = 
u', v', w', 6', etc., the dimensionless perturbed quantities. 
The linearized equations governing the initial decay or growth 
of the disturbances are obtained with the conventional ap­
proach by introducing equation (14) into the system of 
equations (1-4), subtracting the base flow equations (7) and 
(8), and neglecting the perturbation terms of the second and 
higher orders. By Squire's theorem [10], two-dimensional 
system of disturbances in x-y plane is considered, the 
dependence of the perturbation quantities on x, y, and T is 
taken as a superposition of the Fourier modes of the form 

F' (r,x,y) = F* (y) exp (iax + or) (15) 

where F = p, u, v, w, or 6, and "a" is the wave number in the 
x-direction and the complex wave frequency a is given by 

o=or+ioj (16) 

and the wave speed is defined as 

S=-a,/aGv (17) 

The solution (15) is introduced into the linearized equations 
and the variables p*, u*, w*, are eliminated among the 
resulting expressions and the stream function \p* replaced v* 
through the relation v* = - ia\j/*. The following per­
turbation equations are obtained. 

o{D2-a2)y* = [(D2-a2)2 

-iaGr{0(D2-a2)-D2U}]y*+Dd* (18) 

ad* = iaGvDM* + [Pr - ' (D2 - a2) - iaGvO]d* (19) 

with the boundary conditions 

8* = tr*=D**=0 at 7 = ± 1 / 2 (20) 

Clearly, the parameters which control the stability include the 
Grashof number Gr, Prandtl number Pr, wave number a, and 
/3. For certain combinations of these parameters, the real part 
of a becomes zero, and the neutral state of stability occurs. 

2.3 Disturbances Energy Balance. To study the driving 
forces and mechanisms of disturbances at the critical points, 
we applied a power integral method used by Stuart [11] to 
study the nonlinear mechanics of hydrodynamic stability and 
later adapted by Bergholz [12], to calculate the relative 
magnitudes of the energy sources and sinks of the distur­
bances. 

In this method, equation (18) is multiplied by $, the 
complex conjugate of \p*, integrated over the region —Vi < y 
< Vi, the physical significance of this procedure is examined 
by considering only the real part of the resulting expression, 
given by (see Appendix, and Gill and Davey [13]; p. 779) 

arE = GrRl+R2+R} (21) 

The meaning of each of the terms in this expression is as 
follows: 

arE is time rate of growth of the disturbance kinetic energy 
E. 

Gri?! represents the rate of transfer of kinetic energy fron 
the mean flow to the disturbance due to Reynolds stress (shear 
forces). 

R2 represents the rate of transfer of kinetic energy to the 
disturbance due to buoyancy forces. 

R} represents the rate of viscous dissipation of energy of the 
disturbance and is always negative. 

In calculating the relative magnitudes of the energy terms, 
equation (21) was normalized by setting the rate of viscous 
dissipation term R3 equal to - 1, thereafter, 

G r / J ? + f l J - l = 0 (22) 

since ar = 0 at the critical points. Here R* and R2 are the 
relative magnitudes of /?, and R2 in relation to R3, respec­
tively. 

2.4 Method of Solution. The eigenvalue problem 
defined by equations (18-20) can be solved by the Galerkin 
method as now described. Following Chandrasekhar and Reid 
[14], the solutions for \p*(y) and 6*{y) that satisfy the 
boundary conditions (20) are taken in the form 

N 

r(y)= D am Cm O) + bm Sm 00 (23) 
m = \ 

N 

0*O)= Yli dmsin[2rmry]+emcos[(2m-l)iry] (24) 
;«=1 

where the even functions Cm(y) and the odd functions Sm(y) 
are those discussed by Harris and Reid [15], and the coef­
ficients am,bm,dm, and e,„ are in general complex. Equations 
(23) and (24) are introduced into equations (18) and (19). The 
expression resulting from equation (18) is multiplied first by 
C„(y) and then by S„(y), and for each case integrated over the 
region. Similarly, the expression resulting from equation (19) 
is multiplied first by sin (2«ir)') and then by cos [(2n - l)iry], 
and for each case integrated over the region. This procedure 
leads to an eigenvalue problem for the determination of Gr, 
and the resulting equations are written in the matrix form as 

oAX=BX (25) 

In this equation X = [am, bm, dm, e,„]r is the coefficient 
vector; A and B are 47V x 47V matrices, and A real and 
symmetric, and B complex, arising from the or-
thogonalization, and TV is the number of terms considered in 
approximating the eigenfunctions given by equations (23) and 
(24). The elements of A and B are given in the Appendix. The 
matrix equation (25) was solved by using International 
Mathematical and Statistical Libraries, IMSL [16], and the 
neutral stability curves were constructed for each given value 
of Pr and |8. Each point on such curves was obtained by 
applying a secant method of iteration to Gr with "a" fixed, 

Journal of Heat Transfer AUGUST 1985, Vol. 107/591 

Downloaded 18 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



o 
X 

a 

UJ 

m 

3 

O 
X 
co 
< 

o 

< 
a: 
t-
UJ 

z 

10 

1 2 3 4 5 

W A V E N U M B E R , a 

Fig. 2 Neutral stability curves for various values of Prandtl number 
and the coefficient /3 as defined by equation (5) 

by satisfying the requirement that the real part of the highest 
eigenvalue of the matrix equation (25) equals zero within a 
specified error of ± 0.25 for the Grashof number. In solving 
equation (25), functions (23) and (24) were approximated by 
four to ten terms, and a convergence criterion less than 0.5 
percent is satisfied in the determination of the actual neutral 
Grashof number. 

3 Results and Discussion 

The effect of the Prandtl number and the coefficient /3 upon 
the neutral stability, critical Grashof number, wave number, 
and wavespeed were investigated for four different values of 
Prandtl number, 0.71, 5, 20, and 100, and for 0.1 < (3 < 10. 
Here we consider the exponential energy source defined in the 
form given by equation (5); the special case (3 = 0, which 
represents a uniform energy source, was discussed in [17, 18]. 

Figure 2 shows the portion of the neutral curves that 
control the critical stability, for all four values of Prandtl 
numbers and for 0.1 < /3 < 2. For Pr > 5, it is found that the 
neutral stability curves have more than one unstable mode in 
the case of Pr = 5, the unstable modes for each value of (3 are 
also shown. The effect of (3 is strongest for Pr = 0.71, but /3 
does not seem to change the flat shape around the critical 
point for Pr = 100. 

Figure 3 shows the effect of /3 on the critical Grashof 
number Grc for four values of Prandtl number. Increasing /3 
reduces the strength of the source term, which in turn 
stabilizes the flow for all values of Prandtl number. It is 
interesting to note that the critical stability curve for Pr = 5 
approaches that of Pr = 0.71 as (5 increases. The reason for 
this is that the base flow velocity profile tends to change from 
the even distribution to the odd profile as <3 increases; and 
with the odd symmetric velocity, as reported by Korpela et al. 
[6], the critical Grashof number becomes independent of 
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Fig. 3 Critical Grashof number as a function of /i as defined by 
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Fig. 4 Critical wavespeed as a function of j3 as defined by equation (5) 
for various values of Prandtl number 

Prandtl number for Pr < 12.7. The effect of increasing 
Prandtl number on the critical states is to destabilize the flow 
for all/3 up to 10. 

The effect of /? on the critical wavespeed Sc is shown in Fig. 
4 for the four values of Prandtl number. For all values of /3 
and Pr the instability sets in as traveling waves moving in the 
direction of gravity. The curves for Pr = 0.71 and 5 near /3 = 
10 approach zero asymptotically suggesting that the in­
stabilities set in as stationary cells for /3 > 10. For Pr = 0.71, 
the wavespeed is always less than the maximum base flow 
velocity t?max in the gravity direction, while for Pr > 20, Sc is 
greater than i/max. However, for Pr = 5, first Sc is greater 
than Umm, and after a crossover at /3 = 3.6, it becomes less 
than Umax. Similar behavior occurs for Pr = 20, with 
crossover at /3 = 5.3. 

In Table 1, selected cases of the critical Grashof number, 
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Table 1 Critical parameters and energy source/sink terms 

Pr - 0 .71 

Gr 
G 

ac 

S x 10 3 

c 
G rc Rl 

R2 

P 

G rc 

a c 

S c x 10 3 

G r c R ; 
»s 

p 

Gr 
c 

ac 

S c x 10 3 

Gr R? 
c 1 

«2 

Pr 

61720 

2.85 

-0.381 

0.274687 

0.725313 

r - 5.0 

174 74 

2.7 

-0.600 

0.010535 

0.989465 

- = 20.0 

7754 

2.79 

-0.673 

-0.001356 

1.001358 

- 100.0 

66435 

2.85 

-0.354 

0.276452 

0.723548 

18B46 

2.7 

-0.558 

0.010348 

0.989652 

8364 

2. 785 

-0.628 

-0.001512 

1.001512 

74914 

2.84 

-0.314 

0.281685 

0.718315 

21390 

2.65 

-0.504 

0.00915 

0.990085 

9492 

2.75 

-0.567 

-0.001927 

1.001927 

86519 

2.77 

-0.281 

0.2B1584 

0.708416 

24271 

2.60 

-0.158 

0.009334 

0.990666 

10756 

2.69 

-0.518 

-0.002402 

1.002402 

94375 

2.78 

-0.255 

0.298968 

0.701032 

2749 

2.52 

-0.423 

0.009066 

0.990934 

12147 

2.64 

-0.476 

-0.002932 

1.002982 

145037 

2.65 

-0.170 

0.367023 

0.632977 

44124 

2.26 

-0.311 

0.010997 

0.989003 

18888 

2.49 

-0.349 

-0.004 964 

1.004964 

343396 

3.4 

-0.029 

0.731153 

0.268847 

164038 

1.56 

-0.142 

0.040046 

0.959954 

54756 

2.26 

-0.16 

-0.007457 

1.007457 

892198 

3.215 

-0.0057 

0.838971 

0.161029 

817838 

3.125 

-0.0047 

0.619961 

0.380039 

205168 

2.0 

-0.061 

-0.008878 

1.008878 

Q r c 

ac 

S c x 10 3 

Gr R* 
c 1 

»; 

3266 

2.855 

-0.703 

-0.000472 

1.000472 

3524 

2.835 

-0.658 

-0.000499 

1.000499 

4001 

2.8 

-0.595 

-0.000614 

1.000614 

4529 

2.73 

-0.546 

-0.000713 

1.000713 

5105 

2.7 

-0.500 

-0.000881 

1.000881 

7830 

2.6 

-0.367 

-0.001385 

1.001385 

21803 

2.52 

-0.168 

-0.002483 

1.002483 

75795 

2.46 

-0.0644 

-0.004640 

1.004640 

wave number, and wavespeed are listed. The effect of B on the 
critical wave number ac can be examined from this table. 
Increasing 6 decreases ac for all Prandtl numbers studied. For 
low range Prandtl number (0.71 and 5), ac will first decrease 
and then start to increase with increasing the value of the 
coefficient B. The transition occurs in the range 2 > /3 > 5 for 
Pr = 0.71 and in the range 5 > B > 7.5 for Pr = 5. This 
behavior, for Pr = 5, is illustrated in Fig. 5 for the cases /3 = 
5 and 7.5. The solid curve is for the low wave number unstable 
mode while the dashed line is for high wave number unstable 
mode. As B increases from 5 to 7.5, the relative position of the 
two minima is switched in such a manner that the low wave 
number unstable mode controls the stability for B = 5 and the 
high wave number mode controls it for B = 7.5. 

Figures 6 and 7 are prepared for the case of source term as 
specified by equation (6), which is encountered in radiation 
attenuation within the medium. 

Figure 6 shows the effects of the optical thickness of the 
fluid layer B on the critical Grashof number Gr£ for the four 
values of Prandtl number. The critical Grashof number 
decreases with the increase of B until it reaches its minimum 
and then increases. This effect is observed for all Prandtl 
numbers studied. To explain this behavior, we study the effect 
of the optical thickness 6 on the volumetric rate of energy 
generation shown in Fig. 3. Increasing B until unity increases 
the energy generation level, which results in destabilizing the 
flow, continuing the increase of 8 beyond unity reduces the 
strength of energy generation which causes the flow to 
stabilize. For Pr < 5, the curves show that GrJ is approaching 
an asymptotic value for /3 > 10. 

The effects of optical thickness on the critical wavespeed Sr
c 

are shown in Fig. 7. Increasing B increases Sr
c in the gravity 

direction to a maximum value and then decreases it. For Pr = 
0.71, Sr

c is always less than t/max, the maximum base flow 
velocity in the gravity direction; and it is much smaller than 
Umax in the range_/3 > 2. For Pr = 5, Sr

c equals C/max at B = 
3.6; greater than £/max for B < 3.6; and it is less than t/max for 
/3 > 3.6. The same behavior is observed for Pr = 20, but the 
cross point is at B = 5.3. For Pr = 100, the critical wave-
speed is higher than Umax for the range of 8 studied. 

The computation of the kinetic energy balance was con­
ducted to provide enough information to explain the behavior 
of the critical states of stability. The relative energy 
source/sink terms due to the work of the shear forces Gr/?* 
and that due to the act of the buoyancy forces R* w e f e 

calculated by using equations (A3, A4, and A5). Table 1 lists 
the values of GrR* and i?| at the critical points as a function 
of B and Prandtl number. The examination of these results 
shows that for Pr = 0.71, at first, the disturbances derive 
their energy from the buoyancy forces since R* is dominant. 
As B increases, the contribution of the shear forces GrR* 
increases and becomes dominant for B > 5. The same 
behavior is observed for Pr = 5, but the contribution of the 
shear forces becomes dominant at a value of 8 higher than 
that of Pr = 0.71. The domination change from buoyancy to 
shear forces as 8 increases can be seen from Fig. 5, for Pr = 
5. In this figure, the solid lines represent the unstable mode 
where R* is dominating GrR* and the dashed line represents 
the unstable mode where GrR* is dominant at its critical 
point. Nachtsheim [19], in his study of the flux-plate problem, 
has also found the double minima neutral stability curve for 
Pr = 0.733. He observed that the low wave number minimum 
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would disappear if the buoyancy effects were ignored. Ac­
cordingly, increasing /3 will diminish the effect of thermal 
disturbances for Pr < 5. 

For Pr > 20 the critical disturbances are entirely buoyancy 
driven, since GrR* is always negative, energy sink, for any 
value of /3. Increasing /3 will increase the magnitude of the 
energy sink of the shear forces GrR*. 
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A P P E N D I X 

The Inner Product Matrices and the Power Integral 
Terms 

The matrices A and B of the matrix equation (25) are 
written in the form 

(Al) 

WImi„ = - < Usm{2rmry),sm{2n-Ky) > 

B = 

GR 0 

0 QR 

0 0 

0 0 

A = 

KR LR 

SR TR 

WR 0 

0 ZR 

+ iaGr 

~C 0 0 (T 

0 DO 0 

0 0 £ 0 

0 0 0 F 

GIHI 0 0 

PI QI 0 0 

0 VI WIXI 

MI 0 YI ZI 

(A2) 

where the elements of the submatrices are given by the inner 
products 

Cmn <£C,„,C„ >,D= <£S„,,S„ >,E= <sm2miry,sm2niry> 

Fm,„ = <cos[(2m - l)iry],cos[(2« -l)iry]> 

GRm,n = <£2C,„,C„ >,GI= - <£tCm,C„ > 

HIm,n ~ ~ <£* S,„ ,S„ > 

KRnu„ = <D[sm(2miry)],Cm>, 

LR = <D[cos((2m - l)iry)],C„ > 

QR,,,,, = <£2Sm,S„ >,QI= - <£*S,„,S„ > 

SR,„„ = <D[sm2miry],S„ > 

TR„hn = <D[cos((2m - l)wy)],S„ > 
VIm,n= <D8S,„,sm(2nwy)> 

XIm,„ = ~ < Ucos((2m - l)7ry),sin(2«Try) > 

MI,„t„ = <D6cos((2m - l)iry),cos((2« - l)wy) > 

YIm.n = _ < C/sin(2w7ry),cos((2/j- l)iry)> 

ZR,„:„ = Pr " ' <£cos((2w - l)ir^),cos((2« - l)wy) > 

ZIm,n = - < t/cos((2/« - l)Try),cos((2« - l)7ry) > 

The power integral terms Ru R2, and R}, which occur in 
equation (21), are given by 

(A3) ,=&Viia[anb„} 

R2 = (RV2lanb„] 

R,=G{Vi[d„bn} 

' GI HI~ 

PI QI 

KRLR' 

SR TR 

GR 0 

0 QR 

a, 

b 

a, 

b, 

(A4) 

(A5) 

where (R stands for real part of the expression, £ = (D2 -
a2), £t = [U(D2 - a2) - D2U], anda„, b„ are the complex 
conjugate of a„ and b„. 

The eigenfunctions C,„(y) and S,„(y) that are used in the 
expansion of the disturbance stream function ir(y) are 
solutions of the fourth-order eigenvalue problem 

d4V 
-X4* = 0 -Vi<y<Vi (A6) dy* 

V--
dV 

~dj = 0 at y=±Vi (A7) 

The solutions ^m form a complete orthogonal set of 
functions. They fall into two noncombining groups; the even, 
Cm(y), and the odd, S,„(y), solutions in the form 

cosh(a,„.y) cos(a,„y) 
C,„0) = 

sm(y)--

cosh(a,„/2) cos(a,„/2) 

sinh(Pmy) sin(/3,„.y) 

(A8) 

(A9) 

WR„ •- Pr ~' < £sin(2w7y),sin(2«TT)') > 

sinh(ft„/2) sin(/3m/2) 

where the eigenvalues a,„ and fim are the positive roots of the 
transcendental equations 

tanh(a/2) + tan(a/2) = 0 (A 10) 

tanhd3/2)-tan(/3/2) = 0 (All) 
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Free Convective Heat Transfer in a 
Liquid-Filled Vertical Annulus 
An experimental study of convective heat transfer in liquid-filled vertical annulus of 
radius ratio K =.5.338 has been conducted for the height-to-gap width ratio A = 
0.5, 1, and 1.5. By using water, heptane, and ethylene glycol as the test fluids, a 
Rayleigh number range of 8 x 106 < Ra < 3 x 10'°, and a Prandtl number range 
of 4 < Pr < 196 have been covered. Curvature effects on the temperature field are 
significant and result in a lower effective sink temperature for the boundary layer 
on the isothermally heated inner wall. The Nusselt number Nu thus increases with 
radius ratio K. However, the slope of In (Nu) versus In (K) curve is not a constant, 
and decreases with an increase in K. The effect of Prandtl number is weak. In the 
laminar flow regime, the Nusselt number is weakly dependent on the aspect ratio 
when Nu and Ra are considered in terms of the annulus height L. The start of 
laminar flow regime is delayed with an increase in radius ratio. For A = 0.5, K = 
5.338, the critical Grashof number is GrL = 7 x 104, which decreases with an 
increase in A. Turbulence is initiated when the local Grashof number Grx — 4 x 
109. 

Introduction 

In spite of the importance of convective heat transfer in 
vertical annular enclosures in many practical applications, 
very few basic studies have so far been conducted for this 
system. The first study of the problem was by Beckmann [1], 
who conducted some experiments with a couple of vertical 
coaxial tubes, and tentatively suggested using the same heat 
transfer rates as for horizontal annuli. However, Jakob [2] 
did not agree to it, and recommended using the data for plane 
vertical layers employing a mean area (at radius r,„). Gershuni 
[3] attempted to solve the problem analytically by decoupling 
the momentum and energy by assuming that the velocity 
terms do not interact with the energy equation. This approach 
was unsatisfactory. 

Sheriff [4] conducted experiments with C02-filled vertical 
annuli of radius ratios K = 1.03, 1.11, and 1.23 for the height-
to-gap width ratio A = 38, 76, and 228. The inner cylinder in 
his experiments was heated by applying a uniform heat flux. 
The heat transfer correlation he obtained did not show any 
radius ratio dependence owing to the small range of radius 
ratio he considered. He also concluded that the transition 
from a laminar to a turbulent boundary layer takes place 
somewhere between Grx = 10 8 andl0 9 . 

Utilizing a double boundary layer model, Nagendra et al. 
[5] developed an approximate analysis for the isothermally 
heated vertical annuli. Based on their analytical and ex­
perimental results, they presented three correlations for 
different categories of annuli. Their analysis suffers from a 
large discrepancy in the energy balance due to the logarithmic 
nature of conduction temperature profile. 

The first extensive study of free convection in isothermally 
heated vertical annuli was reported by de Vahl Davis and 
Thomas [6], which was further extended by Thomas and de 
Vahl Davis [7]. They used the finite difference numerical 
technique to solve the governing equations for a wide range of 
parameters, Ra < 2 x 10s, 0.5 < Pr < 10 \ 1 < A < 33, 
and 1 < K < 10, though the majority of the results were 
obtained for P r = l and 1 </c<4. Their results indicate that 
the temperature and velocity fields, and consequently the heat 
transfer rates, are not only functions of Ra and A, but depend 
strongly on the radius ratio. The dependence on Prandtl 
number, other than that included in Ra, is very weak. 

Analyzing the temperature and flow fields, they presented the 
criteria for various flow regimes: conduction, asymptotic, and 
boundary layer [7] in terms of Ra and A. The delimitation of 
regimes was reported to be independent of the radius ratio. 
The heat transfer correlations obtained by them are [7] 

Conduction regime 

Nu = 0.595RaololPr0O2M-°O52K0-505 

Asymptotic regime 

Nu = 0.202Ra0-294 Pr 0 0 9 M - °-246 K0A23 

Boundary layer regime 

Nu = 0.286Ra0-258PrO0OM-°-238K0-442 

(1) 

(2) 

K 0 - 4 4 2 (3) 

They have also reported multicellular flow behavior 
depending on Ra and A. 

Another attempt to solve the problem by using a finite-
difference method was made by Schwab and Dewitt [8]. The 
heat transfer results obtained by them are quite limited (only 
24 combinations of Ra, Pr, and A with K = 2). In general, the 
heat transfer coefficients reported by them are 30 to 50 
percent higher than those predicted by the correlations of 
Thomas and de Vahl Davis [7]. Lee, Korpela, and Home [9] 
also report limited heat transfer results for Pr = 0.71 in a 
study primarily aimed at flow structure. Their numerical 
results indicate multicellular flow behavior in vertical annuli. 

Some other recent reports on vertical annuli are from 
Keyhani, Kulacki, and Christensen [10], Bhushan et al. [11], 
andKeyhani [12]. All of these studies are experimental for the 
case when constant heat flux is applied on the inner wall. 
Keyhani et al. [10] conducted experiments with air and helium 
as test fluids for K = 4.33 and A = 27.6 for a wide range of 
Rayleigh number and report that in the conduction regime, 
the heat transfer rate for constant flux boundary condition is 
10 percent higher than that for the isothermal case [10], This 
difference further increases as Ra increases, and for Ra = 2 
x 105, it is 44 percent [7, 10]. Bhushan et al. [11] extended 
this work for two other combinations of aspect and radius 
ratios, A = 52.82, K = 2.77, and ,4 = 38.38, K = 8.28, and 
presented heat transfer correlations for various regimes. Their 
correlation for boundary layer regime is 

Nu = 0.281Raa32:v4-
Contributed by the Heat Transfer Division for publication in the JOURNAL OF 

HEAT TRANSFER. Manuscript received by the Heat Transfer Division March 1, 
1984. 

(4) 

From this review of the literature, it is clear that the cur­
vature effects on heat transfer in vertical annuli are not well 
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understood. Most of the studies available are for high aspect 
ratios, except for the work of Thomas and de Vahl Davis [6, 
7] who have considered A as low as unity. Nothing has been 
reported for A < 1. To our knowledge, no experimental study 
has been conducted so far for a closed annulus with an 
isothermally heated inner wall. The experimental work of 
Sheriff [4], Keyhani et al. [10], Bhushan et al. [11], and 
Keyhani [12] are all for constant heat flux on the inner wall 
and, except for Bhushan et al. [11], they do not establish a 
radius ratio dependence for the annulus problem. The only 
heat transfer correlations which include curvature effects are 
from Thomas and de Vahl Davis [7] and Bhushan et al. [11]. 
They have reported a fixed slope for In (Nu) versus In (K) curve 
(equations (1-3, 10)) for fixed values of Ra, Pr, and ,4. This is 
not accurate as will be shown later. 

To improve the understanding of convective heat transfer 
in vertical annuli, an experimental study has been conducted 
for an isothermally heated vertical annulus of radius ratio K = 
5.338 for the aspect ratios in the vicinity of 1, A = 0.5, 1, and 
1.5. Water, heptane, and ethylene glycol have been used as the 
test fluids to cover a Rayleigh number range of 8 X 106 < Ra 
< 3 X 1010 and a Prandtl number range of 4 < Pr < 196. To 
study the temperature fields, temperatures have been recorded 
at several locations in the medium. The overall heat transfer 
rates have been obtained and the effects of radius ratio and 
aspect ratio have been analyzed. The effect of radius ratio on 
the flow regimes and the initiation of turbulence have also 
been examined. 

Experimental Apparatus and Procedure 

The vertical annulus for experimental apparatus was 
constructed out of two brass cylinders, one 57.1 mm o.d. and 
3 mm thick, and the other 304.8 mm i.d. and 5.1 mm thick. 
This resulted in a radius ratio of 5.3338 for the present ex­
periments. The inner cylinder was made out of a wood rod, a 
glass-epoxy cylinder, and the brass cylinder. To obtain a 
constant temperature inner surface, eight thermofoil heaters 
(six 31.8 mm wide and two 6.4 mm wide) were wrapped and 
cemented around the glass-epoxy cylinder which was then 
inserted into the brass cylinder. A wood rod was then shrink 
fitted into the glass-epoxy cylinder for rigidity. To monitor 
the temperature at various locations on the inner cylinder 
surface, 15 thermocouples were embedded in the wall by 
making slots of 2.5 mm depth in the brass cylinder. The slots 
were then covered with copper cement and sanded for a 
smooth inner surface. Two thermocouples were provided for 

each heater except for the first one. The exact locations of 
heaters and thermocouples are given in [13]. 

The outer cylinder was maintained at a constant tem­
perature by circulating water through a 12.7 mm o.d. copper 
tube wrapped and soldered around it. The circulating water 
was supplied by a constant temperature circulator with a 
control accuracy of ±0.1 "C. Five thermocouples were em­
bedded in the outer cylinder wall (close to inner surface) to 
monitor temperatures on the outer surface of the annulus. For 
the base plate and top cover, a 37.5-mm-thick phenolite 
laminated plastic sheet (ks = 0.293 W/mK) was used. The 
inner and outer cylinders were attached to the base plate by 
making slots into it. For convenience, the base plate also 
served as a table top. All the thermocouple wires and heater 
leads were taken out from the bottom side of this plate. The 
top cover was free to move up and down and could be held at 
any height by providing O-rings on the side wall. This 
facilitated conducting experiments for three different aspect 
ratios A = 0.5, 1, and 1.5. 

The power was supplied to each heater through an in­
dependent circuit which contained a variac and arrangements 
for measuring the current and voltage. These variacs were 
connected in parallel to a voltage regulator through another 
heavy duty variac to have a better control of power. All the 
thermocouples were connected to a datalogger, which was 
able to read temperatures to ±0.1 °C. Temperatures were also 
recorded on inner and outer surfaces of the top plate to 
estimate the conduction losses and inside the medium to 
examine the temperature field. A detailed account of the 
experimental arrangements is presented in [13, 14]. 

To conduct the experiment, the annular gap was filled up to 
the required height with the test fluid, water, heptane, or 
ethylene glycol. The top plate was always kept horizontal and 
parallel to the bottom plate. The height of the annulus could 
be measured to an accuracy of 0.5 mm. The holes provided in 
the top plate allowed the extra fluid to come out. Mostly, the 
experiment was conducted while increasing the power. This 
made sure that the annulus was always filled with liquid. 

The power was supplied to the heaters in parallel to the 
medium and to the top and bottom plates. The upper and 
lower heaters acted as guard against the axial conduction loss. 
Every one or two hours the temperature distribution on the 
inner surface was checked to make sure that the isothermal 
condition was achieved. Depending upon the requirements, 
powers in the various heaters were changed to obtain an 
isothermal inner surface to a reasonable accuracy, generally 
less than 5 percent of AT. The steady-state conditions were 

N o m e n c l a t u r e 

A = 
C = 

D = 

Gr 

h = 

k = 

L 
Nu 

aspect ratio, LID 
isobaric specific heat of fluid, 
J/kg-K 
gap width of annular layer, (r0 

- /•/). m 
acceleration due to gravity, 
m/s2 

Grashof number based on gap 
width, gPD3 A77p2 

average heat transfer coef­
ficient on inner wall , 
q/(2WiLAT), W/m2K 
fluid thermal conductivity, 
W/m-K 
thermal conductivity of 
conducting wall, W/m-K 
height of annulus, m 
Nusselt number based on gap 
width, hD/k 

Pr = 
q = 

R = 

Ra = 

T, = 

T, = 

AT = 

r,x = 
X = 

Prandtl number, via. 
net power (power input-
conduction losses), W 
dimensionless distance on r 
axis,(r - /-,•)/(/•„ - /-,-) 
Rayleigh number based on gap 
width, gPD^AT/va 
temperature, K 
mean temperature, (T, + 
7 - J /2 .K 
temperature on inner wall, K 
(average temperature for the 
constant flux case) 
temperature difference across 
annular layer, (T, — T0), K 
axisymmetric coordinates, m 
dimensionless distance on x 
axis.AVZ, 

thermal diffusivity of fluid, 
k/pC, m2 /s 
isobaric coefficient of thermal 
expansion, K~' 
dimensionless temperature, (T 
- T0)/AT 
kinematic viscosity of fluid, 
m 2 /s 
radius ratio, r0lr-, 
density of fluid, kg/m3 

Subscripts 

j = inner 
L = based on annulus height, 
m = mean value 
o = outer 
x = local value 
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Fig. 1 Recorded temperatures at R = 0.25,0.5, and 0.75 for A = 1.5 for 
various fluids: (a) water, (b) water and heptane, and (c) water and 
ethylene glycol 

achieved before taking the readings. The uncertainty in power 
measurements was up to 1 percent. 

The maximum temperature variation on the inner surface 
was 5.41 percent of the temperature difference AT for water 
experiments, A = \. On the outer wall, the variation was as 
high as 6.18 percent for heptane experiments withal = 1.5. In 
most of the cases, the variation was less than 2 percent. Due to 
low velocities in the corners, the temperatures were mostly 
higher in lower and upper regions on the inner surface, 
particularly for high Rayleigh numbers. 

Temperature corrections were applied to the thermocouple 
readings for the distance away from the inner and outer 
surfaces. To estimate the conduction loss through the top 
plate, temperatures were recorded at five radial locations on 
the inner and outer surfaces. The maximum loss through the 
top plate was up to 7 percent. This loss was highest at the 
lowest Rayleigh number and decreased as the Rayleigh 
number was increased. The loss through the bottom plate was 
neglected owing to its small percentage [13]. The temperature 
at the bottom surface was very close to T0 except for a very 
small distance from the inner surface. The losses from the 
exposed surfaces of inner cylinder were also estimated. 

Temperatures within the medium were measured at three 
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Fig. 2 Recorded temperatures for ethylene glycol as test fluid for (a) A 
= 1,and(o)4 = 0.5 
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Fig. 3 Effect of aspect ratio on temperature distributions for water 
experiments 

radial locations with copper-constantan grounded ther­
mocouple probes with an inconel sheath of 3.2 mm diameter. 
These probes were positioned to within ±0.5 mm through 
holes in the top plate. 

Heat transfer coefficient at the inner wall was calculated by 
dividing net power with the mean temperature difference and 
area. To evaluate Grashof, Rayleigh, and Nusselt numbers, 
all the properties were evaluated at the mean fluid tem­
perature Tf. A detailed account of experimental apparatus, 
associated instrumentation, and procedure is presented in [13, 
14]. 

Results and Discussion 

Temperature Distributions. To study the heat transfer 
behavior, temperatures were recorded at R = 0.25, 0.5, and 
0.75 at various heights. Some of these temperature profiles 
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are presented in Figs. 1-3. These temperature distributions, 
when compared with the temperature profiles reported for the 
vertical cavity, reveal that the temperature field is strongly 
influenced by the curvature effects. The dimensionless 
temperature 8 at R = 0.5, X = 0.5 varies between 0.23 and 
0.11 in these figures, whereas that for the vertical cavity (K = 
1) is 0.5. For the present experiments, 6 (R = 0.5) is 0.5 only 
when X > 0.75. 

An increase in radius ratio beyond unity, thus, results in a 
thick cold layer in the bottom region, where the vertical 
temperature gradient, dd/dX, increases very slowly with X. 
On the other hand, in a region very close to the top wall, the 
enhancement in dd/dX is quite rapid. Qualitatively, this is in 
agreement with the temperature field established by de Vahl 
Davis and Thomas [6], Schwab and DeWitt [8], and Lee et al. 
[9] through numerical computation. 

Another interesting aspect of the curvature effect is the 
reduction in effective sink temperature for the boundary layer 
on the inner (hot) wall. For a large portion of the annulus, the 
temperatures at even R = 0.25 are much lower than the 
temperatures at R = 0.5 in the case of a planar cavity [15, 16]. 
As for example, for A = 1.5, this temperature 6 (R = 0.25) is 
lower than 0.3 at least for X < 0.75 (Fig. 1). This reduction in 
sink temperature for K > 1 results in higher rates of heat 
transfer for annuli. A large drop in temperature within a 
small distance from the inner wall is consistent with the 
logarithmic nature of the conduction temperature profile. 

In Fig. 1(a) the recorded temperatures are presented for 
water for A = 1.5. A change in Rayleigh number from 9.44 
x 107 to 1.64 x 109 does not seem to influence the tem­
perature distribution much, provided the test fluid is the 
same. The radial temperature gradient, dd/dR, for 0.25 < R 
< 0.75 is very small at least up to X = 0.75, which indicates 
that the radial heat transfer through the core is negligible. 

Another phenomenon which can be observed in Fig. 1(a) is 
the inverse temperature gradient near the inner wall. The 
temperature at (0.5, 0.5) is higher than that at (0.25, 0.5) for 
Ra = 9.44 x 107. This is in agreement with the S-shaped 
temperature profiles reported by de Vahl Davis and Thomas 
[6]. However, at Ra = 1.64 x 109, no such inverse tem­
perature gradient is observed at any location for water and 
heptane experiments (Figs. 1(a) and 1(b)). But for glycol, 
the temperatures at R = 0.5 are greater than that at R = 0.25 
for X < 0.5 (Fig. 1(c)). A comparison between water and 
glycol temperature indicates that this behavior, i.e., the in­
version of temperature gradient, is more pronounced for 
higher Grashof number. The disappearance of this behavior 
at higher Ra (or Gr) in these figures may be due to the fact 
that the location for inversion of dd/dR moves closer to the 
inner wall as the Rayleigh number increases as observed by 
McGregor and Emery [15] and Yin et al. [16] for the vertical 
cavity. 

In Fig. 1(b) the temperature for heptane indicates an inverse 
temperature gradient near the cold wall at Ra = 1.64 x 109, 
though water temperatures do not show such behavior. 
Moreover, this inversion of dd/dR near the cold wall is not 
present for heptane experiments at Ra = 2.25 x 1010 (A = 
1.5). It would be interesting to know when the inverse tem­
perature gradients appear, how they move toward the inner 
and outer walls, and what effects they have on the heat 
transfer rates. The present data are not sufficient to have 
conclusive answers to these questions. 

From Figs. 1(b) and 1(c), it may further be observed that 
the Prandtl number of the medium also affects the tem­
perature field. In Fig. 1(b) the temperatures for heptane (Pr 
= 6.37) are very close to those for water (Pr = 4.76) for a 
fixed Ra. A larger variation in temperature is observed when 
the Prandtl number changes significantly. The temperature 
for glycol (Pr = 168.6) is higher than that for water (Pr = 
6.4) at all locations (Fig. 1(c)). Based on Grashof number, the 
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Fig. 4 Heat transfer rates for a vertical annulus of radius ratio K = 
5.338: (a) A = 0.5,(fa)>4 = 1.0, and (c) A = 1.5 

recorded temperatures (Figs. 1(a) to 1(c)) clearly indicate that 
the temperature in the core decreases for at least X < 0.9. It 
may be noted that in the case of a vertical cavity, the 
isotherms for X < 0.5 move downward whereas those for X 
> 0.5 move upward as Gr increases [16]. 

Recorded temperatures for A = 1 and 0.5 for glycol as test 
medium are presented in Fig. 2. As the aspect ratio decreases, 
the influence of Rayleigh number on the temperature at any 
location is seen to increase. A larger variation in temperature 
is observed for A = 0.5 compared to A = 1 for a comparable 
increase in Ra. Furthermore, the temperature at any 
dimensionless location increases in a major portion of the 
annulus, X < 0.9, as the aspect ratio is decreased. This is also 
evident from Fig. 3, in which the temperatures for water 
experiments are presented for A = 0.5, 1, and 1.5 (Ra = 1.6 
x 109). In the case of a vertical cavity, the temperature 
decreases in the lower region, X < 0.5 and increases in the 
upper region, X > 0.5, with an increase in ,4 [16]. However, 
in the presence of curvature effects, this behavior is changed. 

Flow Regimes. Heat transfer coefficients in terms of the 
average Nusselt number on inner wall are presented in Figs. 
4(a-c)for^4 = 0 . 5 , 1, and 1.5, respectively. The values of Ra 
and Nu in these figures are based on the annular gap width D. 
Most of the experimental data presented in these figures are 
for laminar flow regime. In Fig. 4(a), glycol data exhibit a 
sharp change in heat transfer rates between 107 < Ra < 108, 
indicating that the laminar flow regime possibly starts at a 
Rayleigh number close to 108, for A = 0.5 and K = 5.338. 
This can further be confirmed by verifying the temperature 
distributions. The temperature profiles for A = 0.5, 
presented in Fig. 2(b), show that the temperature gradient in 
the core is not negligible for X > 0.5, a condition necessary 
for the laminar regime [7]. The gradient dd/dR at X = 0.75 
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Fig. 5 Effects of aspect ratio on heat transfer rates (Nusselt and 
Rayleigh numbers in terms of cavity height) 
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decreases as the Rayleigh number increases, but is not 
negligible even at Ra = 4.96 x 108, for glycol. For water 
experiments, this gradient is very small at Ra = 2.07 x 108. 
This implies that the proper parameter for expressing the flow 
regime criteria may be the Grashof number, not Ra. 

For A = 1, a very moderate change in slope for In (Nu) 
versus In (Ra) curve is noticed for Ra > 7 x 107 (Fig. 4(b)), 
whereas for A = 1.5 no such change in heat transfer behavior 
is present (Fig. 4(c)). It is thus obvious that the flow is laminar 
even at Ra = 107 when A - 1.5. This agrees with the general 
observation that the laminar regime is delayed as the aspect 
ratio is reduced below a value lying between 1 and 2. 

Since the characterization of flow regimes in terms of the 
Rayleigh or Grashof number based on the enclosure height is 
more suitable, the Nusselt numbers and Rayleigh numbers 
based on the annulus height are presented in Fig. 5, for all 
three aspect ratios. The change in flow regime from asymp­
totic to laminar can again be observed in this figure. It now 
seems reasonable to conclude that at least for K = 5.338 and A 
= 0.5, the laminar flow regime starts at RaL = 107, which 
corresponds to GrL = 7 x 104. (The advantage or disad­
vantage of choosing height L instead of the gap width as a 
characteristic length are the same as experienced in the case of 
a planar cavity. It is well established that the vertical cavity is 
a specific case of the annulus, for which K = 1 [6, 7, 9].) 

For a rectangular cavity of height-to-width ratio of 0.5, 
Bejan and Tien [17] have reported that the laminar regime 
starts at RaL = 105. If this value of a "critical" RaL is ac­
cepted, then the reason for the present value of RaL critical 

being higher can only be contributed to the presence of 
curvature effects. This increase in critical Rayleigh number 
with an increase in the radius ratio does not support the 
observation of Thomas and de Vahl Davis [7] that RaL criticai is 
nearly independent of radius ratio. It may be noted that their 
criteria for delimiting flow regimes are independent of K. 

In Fig. 4(6), a change in heat transfer behavior can again be 
noticed for Ra > 10'°, which is much stronger in case of A = 
1.5 (Fig. 4(c)). A similar change in slope is also demonstrated 
by the In (NuL) versus In (RaL) curve (Fig. 5) for RaL > 10'°. 
The reason for this behavior can only be attributed to tran­
sition from laminar to turbulent flow. Since in our ex­
perimental apparatus, the thermocouples on the inner surface 
were embedded in the brass wall, fluctuations in the recorded 
temperatures were damped. To characterize the transition 
from laminar to turbulent flow, several thermocouples were 
therefore attached to the inner surface, and experiments were 
repeated with heptane as the test fluid, for A = 1 and 1.5. 

For A = 1.5, no fluctuation in temperature was recorded at 
any location for RaL < 1.7 x 10'°. At RaL = 2.76 x 1010, 
the fluctuation was recorded at X = 0.95, indicating that the 
turbulent behavior was initiated at Ra .̂ = 2.37 x 10'°. This 
Rayleigh number corresponds to GrA. = 3.94 x 109. For an 
annulus heated by a uniform heat flux on the inner surface (A 
= 27.6, K = 4.33), Keyhani [12] has reported that the tur­
bulence is initiated at 109 < Grx < 3 x 109. For a water-
filled vertical cavity, the data of Cowan et al. [18] conclude 

Fig. 6 Effect of radius ratio on heat transfer rates; results of de Vahl 
Davis and Thomas [6] reproduced 

this range to be 2.3 x 109 < GrA. < 5.4 x 109 [12]. The 
present value of Grx is in excellent agreement with them even 
though the values of A and K are quite different in these three 
experiments. Generally, the overall manner in which A, K, and 
the thermal boundary condition on the inner wall affect the 
initiation of turbulence cannot be conclusively answered by 
the present and previously published data. 

Effects of Prandtl Number. When presented in terms of 
Rayleigh number, the temperature field is affected by a 
change in Prandtl number, as discussed earlier, though its 
influence on the heat transfer rate is not significant (Figs. 
4(a-c)). For A = 1.5, the Nusselt numbers for glycol are up to 
5 percent higher compared to that for water. This difference 
increases up to 8 percent for A = 0.5, whereas for A = 1, no 
significant variation can be noticed. This weak effect of 
Prandtl number on the heat transfer supports the results of 
Thomas and de Vahl Davis [7] who have obtained an ex­
ponent of 0.006 for Pr. This is also in agreement with the 
experimental results of Dropkin and Somerscales [19], and 
McGregor and Emery [15] for a liquid-filled vertical cavity, 
and the analytical work of Grabel [20]. 

Curvature Effects. Increase in the radius ratio enhances 
the heat transfer coefficient by modifying the temperature 
field such that the effective sink temperature for the inner 
boundary layer continually decreases. For an aspect ratio of 
1, the present Nusselt numbers are 34 to 74 percent higher 
than that reported by Raithby et al. [21] and Bohn [22] for the 
vertical cavity (Fig. 4(b)). But the present values are con­
siderably lower than that predicted by equation (3), the 
correlation obtained by Thomas and de Vahl Davis [7] for the 
vertical annuli. The difference is as large as 50 percent based 
on the present values of Nusselt number. A similar variation is 
obtained if the correlation of Raithby et al. [21] is used after 
modifying it with the radius ratio dependence reported by 
Thomas and de Vahl Davis [7], i.e., K0M2. The present results 
for A = 1.5 are in similar disagreement with the predicted 
value (Fig. 4(c)). The difference in this case is about 40 
percent. 

As can be seen in Fig. 4(b), the predictions by the 
correlations of Thomas and de Vahl Davis [7] are in excellent 
agreement with those by Raithby et al. [21] for a square 
cavity. This indicates that the correlation of Thomas and de 
Vahl Davis can be extended to a higher range of Rayleigh 
number than their computational range (Ra up to 2 x 105) 
provided the flow is in the laminar regime. It is thus con­
cluded that the large variation in the present experimental 
values and the predictions by equation (3) for K = 5.338 is 
mainly a result of the overestimation of heat transfer rates in 
the case of annuli. That is, the exponent of K is higher. 
Thomas and de Vahl Davis [7] have reported a fixed value of 
the exponent for K for the entire range of radius ratio, i.e., K 
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Table 1 Values of C, m, and n for equation (6) 

Standard 
Data Aspect deviation, Rayleigh 
correlated* ratio A C m n % number range 
W,H O302~ 0.276 0 3~42 
W,H,G 0.5 0.374 0.267 0 4.55 7.6x 107 <Ra<2x 10 
W,H,G 0.275 0.278 0.028 3.02 
W,H 0.305 ' 0.271 0 3.49 
W,H,G 1 0.324 0.269 0 3.77 5 x 107 <Ra<2x 10" 
W,H,G 0.287 0.273 0.017 3.35 
W,H 0.373 0.257 0 3.87 
W,H,G 1.5 0.440 0.250 0 3.69 5xl07<Ra<10 
W,H,G 0.360 0.257 0.015 3.23 

* W- water, //-heptane, and G - ethylene glycol 

> 1. It may be noted that their conclusion is based on the 
computation for 1 < K < 10, though the majority of their 
results are for 1 < K < 4. 

To clearly understand the dependence of Nusselt number on 
the radius ratio, the results of de Vahl Davis and Thomas [6] 
are reproduced in Fig. 6, where the Nusselt number is plotted 
against the radius ratio. This plot is directly based on Fig. 9 in 
[6]. As is evident, the slope of the In (Nu) versus In (K) curve 
decreases very fast as the radius ratio is increased. The curve 
for A = 10 changes slope from about 0.7 at K = 1 to about 
0.3 at K = 4. A similar behavior is indicated by the curve for A 
= 5. A fixed exponent of 0.442 (equations (3)), hence, 
considerably underestimates the heat transfer rates for 1 < K 
< 2 and overestimates them for K > 3. This overestimation of 
Nusselt number for K > 3 increases as the radius ratio in­
creases. This is why the predicted values are significantly 
higher than the present experimental values for K = 5.338 
(Figs. 4(b) and 4(c)), and are considerably lower than the 
Nusselt number reported by Schwab and Dewitt for K = 2 [8]. 
A similar argument is applicable to the correlations of 
Bhushanetal. [11]. 

Effects of Aspect Ratio. In the laminar flow regime, the 
Nusselt numbers for A = 1.5 are all lower than those for A = 
1, which, in turn, are all smaller than those for , 4 = 0 . 5 (Figs. 
4(a-c)). The difference between the heat transfer coefficients 
for A = 0.5 and 1 or A = 1 and 1.5 is up to 15 percent. This 
results in a difference as large as 30 percent between the 
Nusselt numbers for A = 0.5 and 1.5 for a fixed Ra. This 
indicates that for the present range of Rayleigh number, 
which covers almost the entire laminar regime for these aspect 
ratios, the Nusselt numbers for A = 0.5 are maximum. 

In the numerical work of Inaba et al. for a vertical cavity 
[23], the aspect ratio at which the Nusselt number is maximum 
decreases from A = 1.7 at Ra = 104 to A = 1.5 at Ra = 105. 
Bejan [24] has predicted that the highest value of Nusselt 
number will occur at A = 0.4 for Ra = 106, at A = 0.25 for 
Ra = 107, and at A = 0.18 for Ra = 10s. Though this 
behavior is fully acceptable for the vertical cavities and an-
nuli, one caution is necessary. That is, whenever we compare 
the values of Nu for a fixed Ra, it must be ascertained that the 
flow is laminar in each case. The present results for A - 0.5 
and 1 (Fig. 4(a) and 4(b)) show that the Nusselt numbers for ,4 
= 1 are greater than those f or A = 0.5, at least up to Ra = 
2.5 x 107. 

When the Nusselt and Rayleigh numbers are presented in 
terms of cavity height (Fig. 5), the effect of aspect ratio is 
observed to be very weak. In the laminar regime, 107 < RaL 

< 1010, NuL for .4 = 0.5, 1, and 1.5 are all within ± 8 percent 
for any given Ra^. This weak dependence on aspect ratio is 
consistent with what has been observed for the vertical cavity, 
provided the flow is laminar. The correlation of Thomas and 
de Vahl Davis (equation (3)) for the vertical annuli reduces to 

NuL =0.286Ra i
0-258Pr000M -o-O'V-442 (5) 

and agrees with the present behavior. 

The present results for ,4 = 1.5, 1, and 0.5 further suggest 
that the heat transfer coefficient is a weak function of aspect 
ratio, irrespective of the aspect ratio range, provided the 
variation in A does not change the laminar flow regime. It 
may be noted that several studies conclude this behavior only 
for tall cavities, A > 2, and the work of Thomas and de Vahl 
Davis [7] for vertical annuli supports this for A > 1. 

Heat Transfer Correlations. For the laminar flow regime, 
the present experimental data for heat transfer coefficients 
may be correlated as 

Nu = CRa'"Pr", /c = 5.338 (6) 

the values of C, m, and n have been obtained for each aspect 
ratio and are presented in Table 1. For obtaining the 
correlations, three different cases have been considered: 

1 Prandtl number effect neglected (n = 0) and only water 
and heptane data correlated 

2 Prandtl number effect neglected and data for all the test 
fluids correlated 

3 Data for all the fluids correlated with Prandtl number 
effect taken into account (n ^ 0) 

For the third case, when Prandtl number effect is con­
sidered, the exponent for Pr is observed to increase as the 
aspect ratio is reduced: from 0.015 for ,4 = 1.5 to 0.028 for ,4 
= 0.5. This exponent for A = 1.5 is very close to what has 
been reported by McGregor and Emery [15] for tall cavity (n 
= 0.012), whereas that for A = 0.5 supports the value ob­
tained by Inaba et al. (n = 0.024) for shallow cavity, A < 1 
[23], through numerical computation. 

For the height-to-gap width ratio of 1.5, the exponent for 
Ra (m = 0.257) is in excellent agreement with that reported by 
Thomas and de Vahl Davis (equation (3)) [7]. This value is 
also close to 0.25, an exponent obtained by several in­
vestigators for a vertical cavity, A > 1 [2, 15, 21, 23 and 
others]. In fact, the present value of m reduces to 0.25 once all 
the data for A = 1.5 are correlated with n = 0 (Table 1). 

The exponent for Ra is observed to increase if the aspect 
ratio is decreased. For A = 1, the present value is 0.273 
whereas the values reported by Raithby et al. [21], Inaba et al. 
[23], and Bohn [22] are all 0.25. On the other hand, the values 
for m obtained by Newell and Schmidt [25] and Han [26] are 
0.397 and 0.313, respectively. The numerical work of Said 
and Trupp [27] indicates that the exponent of Ra continuously 
increases as the aspect ratio is decreased from 1.2 to 0.5. 
Further consideration of the value of m reported by Tseng 
[28] for A = 0.5 (m = 0.329) leads us to conclude that the 
exponent of Rayleigh number depends on the aspect ratio, 
particularly when the enclosure is not tall, A < 2. The lower 
the aspect ratio, the higher is this exponent. 

It may be noted that the values of m for water and heptane 
data (case 1, n = 0) are very close to that for water, heptane, 
and glycol data with Prandtl number effect taken into account 
(case 3, n ^ 0). 

Finally, the present experimental data for A = 0.5, 1.0, and 
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1.5 can also be correlated in terms of Nusselt and Rayleigh 
numbers based on annulus height L as 

N u ^ O ^ R a ^ P r 0 0 2 0 (7) 

for 107 < RaL < 2 x 10". The standard deviation for this 
correlation is 4.06 percent. If the Prandtl number effect is 
neglected, a modified correlation is obtained as 

NuL=0.322RaL
0-269, 107 <RaL <2 x 1010 (8) ' 

with a standard deviation of 4.83 percent. 

Conclusion 

Experimental results are reported for an isothermally 
heated vertical annulus of radius ratio 5.338, for A = 0.5, 1, 
and 1.5. Using water, heptane, and glycol as test fluids, a 
Rayleigh number range of 8 x 106 < Ra < 3 x 1010 and a 
Prandtl number range of 4 < Pr < 196 are covered. The 
temperature field and the heat transfer rates obtained in this 
study lead to the following conclusions: 

1 The temperature field is significantly influenced by an 
increase in radius ratio. The effective sink temperature for the 
boundary layer on the inner wall decreases as the radius ratio 
is increased. This results in an enhancement of heat transfer 
rate. 

2 The slope of the In (Nu) versus In (K) curve is not con­
stant and is observed to decrease with an increase in K. The 
maximum value of this slope exists at K = 1. This puts a 
restriction over the correlations based on a fixed exponent of K 
[7,11]. 

3 The aspect ratio at which the Nusselt number is 
maximum depends on the Rayleigh number and the radius 
ratio. The higher the Rayleigh number and/or the radius 
ratio, the lower is the aspect ratio for maximum Nusselt 
number. 

4 In the laminar flow regime, the average heat transfer 
coefficient is a very weak function of the aspect ratio 
irrespective of its range or the curvature effects. 

5 The effect of Prandtl number is very weak for Pr > 4. 
6 The start of laminar flow regime is delayed as the radius 

ratio is increased, and for A — 0.5, K = 5.338, this takes place 
at GrL = 7 x 104. An increase in A up to 1.5 results in an 
early start of this regime. 

9 The turbulence is initiated when the local Grashof 
number at the inner wall is Grx —4 x 109. 

Finally, the heat transfer rates are correlated separately for 
each aspect ratio, and are presented in equation (6) and Table 
1. 
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A Study of Free Convective Heat 
Transfer in a Horizontal Annulus 
With a Large Radii Ratio 
Steady laminar natural convective heat transfer in a horizontal annulus with a large 
radii ratio (R) of 11.4 (and inner-cylinder diameter Dj of 1.27 cm) has been in­
vestigated. Experimental data for air, glycerin, and mercury in the ranges of 0.023 
< Pr < 10,000 and 0.03 < GrD. < 3 x 106 are reported. The influence of the 
variation of fluid properties as compared to the usual assumption of constant fluid 
properties has been explored numerically for air and glycerin. The heat transfer 
computations for air do not change with variation of fluid properties, whereas for 
glycerin significant differences in the local heat transfer distributions and flow 
patterns are observed. The experimental data have been correlated with some other 
data from the literature for smaller values ofR, and it has been shown that the heat 
transfer from the inner cylinder should be almost the same as that in an infinite 
medium when R > 10. 

Introduction 

Natural convective heat transfer in annuli with large radii 
ratio (R) has not received much attention in the literature, and 
no experimental study for this type of heat transfer for low Pr 
fluids has been carried out. In this study, an experimental and 
numerical investigation has been undertaken of free con­
vective heat transfer in air, glycerin, and mercury for a large 
radii ratio of R = 11.4. These fluids were chosen so that a 
wide range of Pr could be covered. Glycerin was specifically 
selected because its properties rapidly change with tem­
perature, and thus it provided an appropriate medium for 
numerical investigations of the effects of variation of fluid 
properties on heat transfer. In the experimental part of the 
investigation, heat transfer data for these fluids were collected 
and the experimental natural convective heat transfer coef­
ficient has been calculated. The data obtained covered the 
ranges 0.03 < GrD. < 3 x 106 and 0.023 < Pr < 10,000 at R 
= 11.4. 

There are a large number of publications in the literature on 
natural convective heat transfer in horizontal annuli. Some 
recent publications since 1980 are listed in [1-7]. A thorough 
review of the literature was completed recently by Hessami 
[8], and will therefore not be repeated here. However, it 
should be noted that this literature survey [8] indicated that 
the present study is unique in the following ways: (/) The 
largest value of R employed previously in a laboratory ex­
periment was 8.1 as compared to 11.4 in the present work; (ii) 
no experimental data for mercury have been reported before; 
and (Hi) the effect of the variations of the fluid properties on 
heat transfer in this geometry is numerically investigated here 
for the first time. 

The problem of natural convective heat transfer in 
horizontal annuli is mathematically described by the con­
tinuity, momentum, and energy equations in cylindrical form. 
In order to simplify these equations, many authors have used 
various approximations and methods of dimensional analysis. 
The general consensus as a result of all the different 
dimensional analyses is that Nu is a function of R, Pr, and Gr; 
a review of these analyses has been made by Hessami and 
Rowe [9]. The results of their dimensional analysis, which 
used the method reported by Heliums and Churchill [10], 
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confirmed the above consensus. In addition, as a result of this 
type of dimensional analysis, Gr and R appear only in the 
dimensionless boundary conditions whereas Pr is a parameter 
in the dimensionless energy equation. To our knowledge, this 
feature has never been found for other geometries or non-
dimensionalization schemes. 

Some investigators have used the gap width L for the length 
scale in the Grashof number (and the average Nusselt number) 
while other investigators have used the inner cylinder diameter 
D,. Either length could be used for Gr (and Nu) in the results 
of the dimensional analysis of Hessami and Rowe [9]. In this 
paper, GvD. and NuD. are used so that our results for an 
annulus with a large radii ratio can be compared with those 
for cylinders in infinite media. 

Experimental Investigation 

Experimental Design and Procedure. The major part of 
the apparatus used in the experimental investigation was the 
inner cylinder which generated the heat for the inducement of 
the natural convective flow (see Fig. 1). The inner cylinder 
was heated by passing direct current through a 0.041-cm-dia 
nichrome wire which was wound over a threaded glass rod, 
0.64 cm in diameter and 27.94 cm long; the nichrome wire was 
wound over the central 17.78 cm of the glass rod at the rate of 
20 turns per in. Two copper electrical leads were soldered to 
the nichrome wire, 2.223 cm apart, at the center of the glass 
rod. The voltage drop over the so-called test section of the 
inner cylinder was measured across these leads, which in turn 
provided the heat flow rate from the inner cylinder to the 
convection medium. The current was measured by deter­
mining the voltage across a standard resistor in series in the 
circuit. Only the central portion of the inner cylinder was used 
for the measurement of the heat dissipation so that the in­
fluence of the end losses was minimized. 

After insulating the heater, i.e., the glass rod and the 
nichrome wire, as shown in Fig. 1, the outer casing (ID = 
0.914 cm, OD = 1.27 cm and 17.78 cm long), which had been 
machined from a low-carbon steel rod, was placed around the 
heater. Steel was used for the casing of the inner cylinder 
because it does not react with mercury as well as being a good 
thermal conductor. Rectangular grooves were cut over and 
along the surface of the casing to accommodate twelve 
thermocouples which were placed on the outer surface of the 
inner cylinder, as indicated in Fig. 1. Four thermocouples 
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Fig. 1 Schematic diagram of inner cylinder (heater) 
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were placed 90 deg apart, in the vertical and horizontal 
planes, at the middle of the inner cylinder, and the remaining 
eight thermocouples were placed axially along the top and 
bottom of the inner cylinder. The thermocouples were of the 
alumel-chromel (K) type-nickel aluminum versus nickel 
chromium-0.076 cm in diameter covered with a layer of 
teflon 0.076 cm thick. The thermocouples were placed inside 
the grooves, covered with plastic steel, which has properties 
similar to those of steel, and then thoroughly polished. 

The ends of the inner cylinder were made of phenolic resin 
(an insulating material) tubes (ID = 0.76 cm and OD = 1.75 
cm) in order to minimize the axial end losses. The phenolic 
resin tubes were put in place and pressed against the steel 
outer casing by screwing two nuts, one at each end of the 
threaded glass rod. When the inner cylinder was placed inside 
the heat transfer chamber, the phenolic ends of the inner 
cylinder contacted the plexiglas (lucite) side walls of the 
chamber. Plexiglas was used for the side walls of the chamber 
because it is transparent and has a low thermal conductivity. 
If an axial temperature gradient along the inner cylinder was 
observed by the thermocouples, guard heaters were placed 
over the phenolic ends to minimize end losses; this was found 

necessary for the air experiments only. The maximum con­
duction loss through the ends has been calculated to be less 
than 1 percent of the convective heat transfer [8]. 

The outer cylinder was formed by the inner surface of a 
cooling jacket made of steel; the coolant (in this case water), 
which was kept at a fixed temperature by a constant tem­
perature bath, circulated around the outer cylinder to provide 
an isothermal surface. A thermocouple was placed at both 
inlet and outlet of the cooling jacket; the increase in the 
temperature of the coolant was always insignificant. No 
thermocouples were placed on the surface of the outer 
cylinder, because this apparatus was designed for the study of 
free convective heat transfer from the inner cylinder to a large 
volume of fluid. 

The experimental runs took, on average, 4, 8, and 15 hr for 
air, glycerin, and mercury, respectively, to reach steady state, 
which was verified by studying the temperatures that were 
recorded every 30 min. When steady state had been achieved, 
the voltage drop across the test section and the standard 
resistor and the temperatures were recorded. The maximum 
heat loss by radiation as a percentage of the total heat con-
vected, which was accounted for in the determination of Nu, 

c l . c2> c 3 

cP 

D 
g 

Gr 

h 

k 
k\, ki, K3 

L 

I 

M i , m2 

Nu 
Pr 

r 
R 

Ra 

= constants 
= specific heat at constant 

pressure 
= diameter of the cylinder 
= acceleration due to 

gravity 
= Grashof number = 

p2g(3PAT/v2 

= coefficient of heat 
transfer 

= thermal conductivity 
= constants 
= gap width = (D0 — 

D,)/2 
= characteristic length = 

Dj or L 
= constants 
= Nusselt number = hl/k 
= Prandtl number = 

Cpix/k 
= radial coordinate 
= radii ratio = D0/Dj 
= Rayleigh number = 

PrGr 

T = 
u = 

V = 

V = 

W = 

0 = 

r false = 
A = 

e = 
/* = 
V = 

p = 
a = 
* = 

Subscripts 
D, = 

temperature 
angular velocity, 
positive clockwise 
radial velocity, positive 
radially outward 
resultant speed = (u1 + 
v2)v' 
percent water content of 
glycerin 
volumetric coefficient 
of thermal expansion 
numerical diffusivity 
change of 
angular coordinate 
dynamic viscosity 
kinematic viscosity = 
v-lp 
density 
standard deviation 
stream function 

based on inner diameter 

D0 = 
f = 

i = 
L = 

max = 
o = 

Superscripts 
= 

* 

Abbreviations 

2D = 
3D = 

CFP = 

CPU = 
EXP = 

ID = 
NUM = 

OD = 
VFP = 

based on outer diameter 
evaluated at mean film 
temperature, Tf = (T0 

+ 7,)/2 
inner cylinder 
based on gap width 
maximum 
outer cylinder 

average value 
dimensionless 

two dimensional 
three dimensional 
constant fluid 
properties 
central processing unit 
experimental 
inside diameter 
numerical 
outside diameter 
variable fluid properties 
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Table 1 Ranges of the experimental data 

Parameters 

AT(°C) 

Pr ' 
Grn. 
RaD 
RaL ' 

min 
13.8 
3.34 
0.69 

3.3 xlO3 

2.4 xlO3 

3.4xl0 5 

Air 

max 
135.4 

4.77 
0.71 

1.5 XlO4 

1.0 XlO4 

1.4 XlO6 

Fluids 

Glycerin 

min 
2.0 
1.99 

867 
0.025 

2.4 XlO2 

3.4 XlO4 

It should be noted that while Table 1 provides the maximum 
fluid, they do not necessarily correspond to each other, e.g. 
see Table 5). 

max 
69.9 

8.76 
9744 

114.6 
9.9x10" 
1.4xl07 

Mercury 

min 
1.6 
1.93 
0.023 

4.5 x10 s 

1.1 XlO4 

1.5 XlO6 

max 
10.1 
2.59 
0.025 

3.0 XlO6 

7.0X104 

9.8 x10 s 

and minimum values of Pr and GrD. for each 
, high Gr^,. generally goes with low Pr (please 

Table 2 Axial and angular temperature variation 
Max. variation, 5T(K) 100 5T/AT 

Fluid 

Air 
(Run #50) 
Glycerin 
(Run #94) 
Mercury 
(Run #123) 

Axial 

0.4 

1.3 

0.2 

Angular 

1.4 

6.0 

4.2 

Overall AT(K) 

135.4 

69.9 

10.1 

Axial 

0.3 

1.9 

2.0 

Angul; 

1.0 

8.6 

41.6 

was calculated to be 8.7 percent for air and 1.2 percent for 
glycerin. The surface of the inner cylinder was highly 
polished, which may explain why the radiation loss for air is 
lower than that reported by some previous investigators (e.g., 
[25]). 

An investigation of the experimental errors reveals that the 
uncertainty in the measurement of temperature, which could 
only be achieved to the nearest tenth of a degree, dominates 
all other measurement errors. It can be shown that the error in 
the determination of NuD. could be as large as 14/Ar percent, 
where A7Ms the temperature difference across the annular gap 
[8]. 

Experimental Results. The length of the heated inner 
cylinder is 17.78 cm; this length was determined by the 
amount of mercury which we could afford to purchase, and 
also should be long enough so that the flow is truly 2D in the 
central region of the annulus. Primitive flow visualization in 
air and glycerin has indicated that the flow pattern is 2D and 
laminar. 

The ranges of the experimental data are listed in Table 1, 
and the maximum axial and angular temperature variations 
are provided in Table 2. It should be noted that the maximum 
angular temperature variation for mercury is very large (41.6 
percent), and thus the intended constant temperature 
boundary condition on the inner cylinder was very poorly 
satisfied for mercury. 

The properties of the fluids which are used in the 
calculation of the experimental results were determined at the 
fluid mean film temperature Tf defined by the following 
equation 

Tf = 0.5(T: + To) (1) 

As discussed in the introduction, for fixed R, Nu is a function 
of Gr and Pr. A least-squares analysis was performed on each 
of the three sets of experimental data and an equation of the 
form 

Nu„.=A:,Pr 2Gr f (2) 

was found for each fluid. The values of the constants with the 
standard deviation a (calculated with reference to the ex­
perimental Nufl.) are given in Table 3. It is evident from this 
table that these equations represent the experimental data 
with good accuracy. 

In an attempt to find a single correlation equation which 
represents all of these experimental data, the functional form 

Table 3 Constants in equation (2) for various fluids 

Fluid a(%) 

Air 
Glycerin 
Mercury 

0.158 
0.167 
0.0101 

-4 .18 
0.387 

-1.006 

0.197 
0.282 
0.117 

1.43 
0.85 
1.21 

(2a) 
(2b) 
(2c) 

Table 4 Constants in equation (3) for different data sets; m2 

= 0.952 is the value reported by Hyman, Bonilla, and Ehrlich 
[13] 

Data Set 

(4) 

(B) 

(Q 

(D) 

Present air, glycerin, and 
mercury experimental data 

Present air and glycerin 
experimental data 

Selected air, glycerin, and 
mercury experimental data 

Selected air and glycerin 
experimental data 

mi 
0.514 
0.504 

0.509 
0.519 

0.515 
0.510 

0.504 
0.525 

m2 

1.356 
0.952 

0.250 
0.952 

1.111 
0.952 

0.207 
0.952 

a(%) 

11.1 
14.5 

3.0 
6.5 

15.4 
16.8 

2.4 
8.2 

represented by equation (2) was found to produce an un­
satisfactory result. A correlation equation (given by equation 
(3)) which has been widely used in the literature for both 
horizontal annuli and horizontal cylinders in infinite media 
has also been investigated [11-14]. 

— / Pr2 \ 1/4 

Nu D . = « , ( — • G r D ) (3) 
' VPr + w2 ' / 

where mx and m2 are constants. The values of m, and m2 

which best describe all of the experimental data are given in 
Table 4(A). Table 4 also includes the case where m2 was set 
equal to the value reported by Hyman, Bonilla, and Ehrlich 
[13] for natural convection from horizontal cylinders in in­
finite media, and the best value of mx was calculated. The 
study of Hyman, Bonilla, and Ehrlich [13] is the only ex­
perimental investigation reported in the literature for free 
convection from horizontal cylinders in infinite media of low 
Pr (mercury and other liquid metals); in addition, they also 
investigated the entire Pr range reported in this paper. The 
values of w, and m2 which were reported in [13] are 0.53 and 
0.952, respectively. Table 4(B) provides values of mx and m2 

for all of the air and glycerin experimental data; as evident 
from the table, a significant reduction in the standard 
deviation is observed by excluding the mercury data from the 
analysis. The constants mx and m2 in Tables 4(A) and 4(B) are 
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LOG Gr Di 
Fig. 2 Experimental data and equation (3) 

based on unequal numbers of data for each of the three fluids: 
14 air, 36 glycerin, and 30 mercury data points. In order to 
eliminate this bias in the analysis, a data set (Table 5) with 
equal numbers of arbitrarily selected data for each of the 
three fluids has been analyzed and these results are provided 
in Tables 4(C) and 4(D); also, the experimental data for 
mercury with AT < 3°C were eliminated because of the 
relatively larger experimental error associated with these data. 

The values of m, provided in Table 4 for fixed values of 
m2, i-e., m2 = 0.952, are only slightly lower than that 
reported in [13], i.e., mx = 0.53, for horizontal cylinders in 
infinite media. This result suggests that the geometry used for 
the generation of the experimental data in this study, i.e., R 
— 11.4, is almost large enough to be used to investigate the 
heat transfer from a horizontal cylinder in an effectively 
infinite medium. In order to demonstrate this result 
graphically, all of the experimental data and equation (3) with 
m, = 0.53 and m2 = 0.952 are plotted in Fig. 2. 

Numerical Study 

The computer program which was used in the numerical 
investigation was based on the continuity, momentum, and 
energy equations with variable fluid properties. The partial 
differential equations were transformed to finite-difference 
equations by using a central-differencing scheme, except for 
the convection term which was discretized by using a hybrid-
differencing technique developed by Spalding [15]. For the 
variable property computations, each property value was 
updated at each grid point at each iteration; for the constant 
property computations each property was evaluted at the fluid 
mean film temperature. The differential equations, the 
boundary conditions and the solution procedure for two-
dimensional steady laminar flows using this program are 
described elsewhere [16, 17]. Hessami, Pollard, and Rowe 
[17] reported numerical computations for air and glycerin for 
the same geometry as that used by Kuehn and Goldstein [18], 
i.e., for R = 2.6. The accuracy of the computer program was 
checked against the experimental air and water data of [18] 
and the agreement was very good [17]. 

The properties of air were formulated to vary with tern-

Table 5 
cm) 

Selected experimental data (R = 11.4, Dt,•= 1.27 

7>(K) 

Air data 

311.4 
323.7 
339.7 
342.0 
359.5 
Glycerin data 

298.2 
305.9 
314.5 
320.7 
327.1 
Mercury data 

294.7 
296.0 
299.0 
301.6 
304.7 / 

Ar(K) 

19.2 
44.3 
75.0 
97.2 

112.8 

9.9 
25.4 
42.8 
55.2 
66.7 

3.1 
5.0 
7.0 
8.5 
9.9 

Pr 

0.704 
0.701 
0.698 
0.697 
0.694 

6836.7 
3729.6 
2033.8 
1363.2 
940.1 

0.0245 
0.0243 
0.0240 
0.0234 
0.0229 

G r 0 / 

4.43 X103 

8.55 x l O 3 

11.65 x 103 

14.65 x l O 3 

13.59X103 

0.224 
2.132 

12.358 
36.004 
92.806 

0.897 x l O 6 

1.427 x l O 6 

2.060 x l O 6 

2.504X106 

2.997 x l O 6 

EXPNu 0 ; 

3.535 
4.093 
4.511 
4.768 
4.681 

3.405 
4.951 
6.430 
7.435 
8.499 

2.070 
.2.205 
2.362 
2.476 
2.585 

perature in accordance with the equations reported by 
Hessami, Pollard, and Rowe [17]. However, the glycerin 
equations given in [17] are only valid for a small range of 
temperature; the following equations are accurate fits to the 
experimental property data for glycerin for the range 0°C < 
T < 240°C 

p=1266.44-0 .2623r-0 .00369r 2 

+ 4.81 X 1 0 - 6 r 3 - 9 . 7 9 X 10 " 9 r 4 

Cp= 2269.04 + 3.493 T+ 0.0327 T2 

- 1 . 9 8 x l 0 ~ 4 r 3 + 4 . 0 5 x l 0 -

A: = 0.2737 +2.49 X l O - T - l . 5 6 x l 0 - 6 7 2 

+ 5 . 9 3 x l 0 T 3 

2.01 xlO 6 

/i = exp 
( * • 

6.03 XlO3 

303 - „ „„ , + 
T+273 

r 4 (4) 

r 4 (5) 

(6) 

0.0965 w) (7) 
(T+273)2 

where W in equation (7) is the water content of glycerin in 
percent; SI units are used in equations (4-7). These equations 
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are based on the property data reported by Vargaftik [19], 
and the functional form of equation (7) has been deduced 
from Miner and Dalton [20]. 

In order to economize the computer costs, a numerical 
solution was obtained for only two experimental points each 
for air and glycerin; these points were chosen such that they 
effectively cover the entire range of experimental AT for that 
fluid. An attempt was also made to compute solutions for 
mercury for the present geometry with R = 11.4. However, 
converged solutions could not be obtained for either the 
constant or variable property case despite the application of a 
variety of techniques which are believed to help achieve 
convergence [8], Indeed, a solution could not even be ob­
tained for an annulus with 1/4 of the radii ratio, i.e., R = 
2.84. We were able to obtain solutions for R = 2.6, and thus 
we could compare our local Nu distributions with those 
published by Kuehn and Goldstein [1]; these results will be 
reported in a subsequent paper. 

e=0 

The numerical solutions for air (Run #60, AT = 20.3°C 
and Run #50, AT = 135.4°C) were obtained using both 
constant and variable fluid property formulations. It is found 
that no significant difference between the numerical solutions 
using the two aforementioned formulations exists. The 
isotherms, streamlines, Nu, T, u, and v profiles are available 
in Hessami [8], and for reasons of conciseness are not 
reported here. 

The average heat transfer results for Runs #50 and 60 are 
given in Table 6. The grid distribution required for both runs 
to achieve grid independent solutions was 30 x 170, and the 
converged solution was obtained for Run #60 after 590 and 
for Run #50 after 900 iterations. The numerical solutions were 
obtained by running the computer program on a Honeywell 
Multics System; the CPU (central processing unit) times are 
also listed in Table 6; these times are quite long because 2D 
solutions have been obtained from a program designed for 
general 3D problems and the Multics System is designed for 

9=0 

180 

Fig. 3(a) Numerical isotherms and streamlines for glycerin for AT 
64.3°C, using VFP formulations 

180 

Fig. 3(b) Numerical isotherms and streamlines for glycerin for AT 
64.3°C, using CFP formulations 

2 0 - I 

16 -

12 -

EXP. NUM. 
_ VFP CFP 
Nu D . 8.22 8.23 8.14 

— 7.98 7.04 

- I 1 1 [ I 1 

120 160 
6 (DEG)-

Fig. 3(c) Numerical Nu profiles for glycerin for AT = 64.3°C 
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o 

1.6 

1.2 

0.8 

0.4 

0.0 

-0.4 

— EQ. (10) 
• PRESENT EXR DATA, R 
O [18], R = 2.6 
A [21] , 1.3 < R< 6.3 
+ [ l l ] , I 15 < R< 7.5 

-0.8 
0 

LOG Gr, Di 

Fig. 4 Data for various R and Pr and equation (10) 

Table 6 Experimental and numerical heat transfer results 

Run# 

60 
50 

65 

93 

EXP 

mD 
3.63 
4.77 

3.79 

8.22 

I VFP 
(-CFP 
(VFP 
I CFP 

NuD. 

3.65 
4.80 
3.80 
3.81 
8.23 
8.14 

NUM 
N U D Q 

3.11 
4.08 
3.20 
3.10 
7.98 
7.04 

\ * false/max 
(m2/s) 

2.1X10"5 

5.9xlO~5 

l . l x l 0 ~ 7 

1.2X10"7 

1.4xl0~ 6 

8 . 0 x l 0 " 7 

(m2/s) 

1.6xlO~5 

2.3X10"5 

5.6X10"4 

5.6xl0~4 

9.6X10"5 

9.6x10 - 5 

CPU time 
(hr) 

(m2/s) 

24 
37 
22 
14 
45 
32 

interactive use rather than number crunching. It should be 
noted that the computed NuD values are smaller than the 
Nu 0 values; these two Nusselt numbers should be equal for a 
perfect energy balance. Although this inequality casts some 
doubt on the accuracy of these computations, similar dif­
ferences have been reported for other free convection 
situationsjsee, for example, de Vahl Davis [26])^Jt is believed 
that the NuD values are more accurate than the NuD values 
because the grid spacing in the radial direction is much finer 
near the inside diameter. 

The glycerin numerical solutions (Run #65, AT = 13.3°C 
and Run #93, AT = 64.3°C), unlike those for air, are affected 
by assuming constant fluid properties (CFP), and significant 
discrepancies were observed between the CFP and VFP 
(variable fluid properties) cases, especially at high AT. The 
flow fields and Nu profiles for Run #93 (AT = 64.3 °C) are 
shown in Fig. 3; due to the symmetry of the flow about the 
vertical axis, the solution for only half of the annular gap is 
reported. The grid density required to achieve grid in­
dependence and the number of iterations to obtain con­
vergence for Runs #65 and 93 were 40 x 100 and 400, and 30 
x 150 and 800, respectively. 

The numerical Nu 0 for air and glycerin show very 
favorable agreement with the experimental values, and exhibit 
no significant difference between the CFP and VFP cases 
(Table 6). The Nu, T, u, and v profiles under these two 
formulations differ significantly for glycerin (see for example, 
Fig. 3c) while negligible variation was observed for air [8]. 
Thus, assuming constant fluid properties for air (which can be 
extended to all gases because of their similar property 
variations) does not affect the heat transfer results. 

The numerical solution for glycerin with AT = 13.3°C 
showed some difference between the CFP and VFP results, 
but the difference was not significant enough to alter the flow 
pattern substantially. However, in the numerical results for 
glycerin with AT = 64.3°C (Fig. 3), a major change of the 
flow pattern is evident due to the appearance of a counter-
rotating secondary cell (Figs. 3a and 3b). The cell covers an 
area near the outer cylinder between 9 = 0 deg and 6 = 30 
deg. The relatively lower speed of the secondary cell, as 
evident in Fig. 3(a), retards the heat transfer process and thus 
results in a lower Nu field (Fig. 3c). 

The convergence criteria reported in [17] were also used in 
the present study. The maximum false (or numerical) dif-
fusivity for each numerical run was calculated from [17, 22] 

(rA6)Ar 
(r l a l se)max = 0.707 K - ^ -

-Ar 
(8) 

As shown in Table 6, the maximum false diffusivities for air 
are only of the same order of magnitude as the real diffusivity 
(or kinematic viscosity) v. A similar situation occurred for the 
air computations reported in [17] and therefore the present air 
results should not possess significant numerical errors. It is 
believed that the maximum false diffusivity criterion of de 
Vahl Davis and Mallinson [22] can be relaxed in this situation 
because the flow is normally closely aligned with the grid lines 
throughout the flow field, and where the speed has the largest 
value, in the plume above the inner cylinder, the velocity is 
almost tangent to the grid lines. The false diffusivity for 
glycerin is very much smaller than the real diffusivity, and 
therefore the numerical errors should be insignificant. 
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Table 7 Constants for equation (9) for the combined 
experimental data 

C\ 

0.451 
0.463 
0.53 
0.53 

C2 

0.139 
0.148 
0.249 
0.25 

C3 

0.493 
0.952 
0.952 
0.952 

<j(%) 

11.0 
11.1 
13.1 
13.1 

Influence of Radii Ratio 
In order to account for the effect of R on NuD. experimen­

tal data for various values of R and Pr have been taken from 
the literature. Experimental data from three publications are 
included in the present analysis for the following reasons. 

1 The data of Liu, Mueller, and Landis [1 1] cover a wide 
range of R and Pr, i.e., 1.15 < / ? < 7.5 and 0.7 < Pr < 
3600. Their air data have not been included because large 
discrepancies (30-60 percent) were found between these data 
and the correlation equation. 

2 The experimental data reported by Grigull and Hauf 
[21] covered the range of 1.3 < R < 6.3 for Pr = 0.71. 

3 The accuracy of the experimental data of Kuehn and 
Goldstein [18] has been confirmed by numerical investigators 
[4, 17]. 

The data from the above three publications have been 
combined with the selected data set from our experiments 
(listed in Table 5) for the analyses in this section. 

Correlation equations of the type given by equation (3) can 
be multiplied by a function of R such that in the limiting cases 
as R — 1 and R — oo, NuD. approaches the situations of zero 
natural convection heat transfer and natural convection heat 
transfer from horizontal cylinders in infinite media, 
respectively. An equation which satisfies these conditions is 

— /R-l\c2 / Pr2 \ l /4 

where c,, c2, and c3 are constants. The best values of these 
constants for the combined set of experimental data covering 
the ranges 1.15 < R < 11.4 and 0.023 < Pr < 10,000 are 
provided in Table 7. In case (a), all of the constants were 
allowed to vary to find the best fit; in case (b), the constant c3 

was fixed at the value reported by Hyman, Bonilla, and 
Ehrlich [13]; in case (c), both c{ and c3 are set equal to those 
of [13]. Because the value of c2 ( = 0.249) calculated in case (c) 
is so close to 1/4, c2 was also fixed at 0.25 for case (d). In 
order to show an example of the scatter of the combined set of 
experimental data, they are plotted in Fig. 4 together with 
equation (9) for case (d) when c, = 0.53, c2 = 0.25, and c3 = 
0.952. 

— /R-\ Pr2 \ 1/4 

NuD =0.53 — •GrD . ) (10) 
' V R Pr + 0.952 ' / 

The largest deviations from the straight line representing 
equation (10) in Fig. 4 are shown by our mercury data and the 
data of [11]. According to equation (10), when R = 11.4, 
NuD has reached 97.7 percent of its value for an infinite 
medium. 

A similar analysis for determining the limiting values of R 
has been undertaken by Kuehn and Goldstein [27]; for 
example, when Pr = 100, they found that the annuli heat 
transfer coefficient is within 95 percent of that for an infinite 
medium if R > 360 at RaD. = 107 and R > 700 at RaD. = 
0.1. The results of the present study indicate that the limiting 
value for R does not need to be nearly as large as suggested by 
Kuehn and Goldstein. 

The aforementioned combined set of experimental data 
have also been compared with some other correlation 
equations in the literature [1, 11, 12, 14, 18, 21, and 23]. None 

of these equations showed reasonable agreement with all of 
the data, while partial conformity has been revealed [8]. All of 
the equations included in the analysis showed very large 
discrepancy with the present mercury data. This is believed to 
be due to the lack of experimental data for low Pr fluids in the 
literature. Finally, it should be added that the equations 
developed in this study may fail to accurately predict Nu^. in 
different ranges of Pr and GrD. than those tested here, e.g., 
low Pr and low GrD.. 

Conclusions 

Experiments are reported for steady laminar free con­
vection with air, glycerin, and mercury in a wide horizontal 
annulus (R = 11.4). The experimental data are unique 
because there are no experimental data in the literature for R 
> 8.1. In addition, no experimental data exist for mercury 
except for the mixed convection experiments of Huetz and 
Petit [24] and the free convection in infinite media in­
vestigations of Hyman, Bonilla, and Ehrlich [13]. 

The numerical results exhibited the general flow patterns 
expected for natural convection in horizontal annuli, i.e., the 
fluid near the higher temperature inner cylinder rises due to its 
lower density and impinges upon the outer cylinder via a 
narrow vertical plume; it then moves downward along the 
outer surface before joining rising fluid in the lower annular 
gap. The numerical results for glycerin show significant 
variation in the local heat transfer distribution and the flow 
pattern when the different formulations of constant and 
variable fluid properties were employed, while no such 
discrepancy was observed for air. The average Nusselt 
number has been found to be almost independent of the 
variation of fluid properties, and excellent agreement between 
the experimental and numerical results for the average Nusselt 
number has been achieved. The local Nusselt number and the 
flow field were not measured in these experiments; much 
more work would be required to provide a detailed local 
comparison between experimental and numerical results. Care 
was taken to ensure that the numerical computations satisfied 
grid independence as well as established convergence criteria. 

Correlations have been developed to represent the present 
experimental data (equation (3)) and the combination of these 
data with some other data taken from the literature for 
smaller values of R (equations (9) and (10)). These 
correlations suggest that the geometry used in thisj>tudy (R = 
11.4) is large enough to be used to determine Nufl. for a 
horizontal cylinder in an effectively infinite medium. For 
example, according to equation (10), when R — 10, NuD. has 
reached 97.4 percent of its value for an infinite medium. 
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Experimental Investigation of Free 
Convection in a Vertical Rod 
Bundle—A General Correlation for 
Nusselt Numbers 
Free convection in two vertical, enclosed rod bundles has been experimentally in­
vestigated for a wide range of Rayleigh numbers. A uniform power dissipation per 
unit length is supplied to each rod, and the enclosing outer cylinder is maintained at 
constant temperature. Nusselt numbers for each rod, as well as an overall value for 
each bundle, have been obtained as a function of Rayleigh number. Comparison of 
the results for air and water as the working fluid indicate that, for a fixed Rayleigh 
number, an increase in the Prandtl number produces a reduction in the Nusselt 
number. This is contrary to what has been reported for vertical cavities and is at­
tributed to curvature effects. Furthermore, the data reveal the interesting fact that it 
is quite possible for the individual rods in the bundle to exchange energy with the 
working fluid via different but coexisting regimes at a given power dissipation. 
Also, as the Rayleigh number is increased, the rods each tend to assume nearly the 
same heat transfer coefficient. Finally, a correlation for the overall convective 
Nusselt number is developed in terms of Rayleigh number and geometric 
parameters. 

Introduction 

Heat transfer measurements are presented for free con­
vection in enclosed vertical rod bundles. Two rod bundles 
have been studied in the present work: a 3 x 3 array with P/d 
= 3.08, L/d = 138, and L/D = 10.62, and a 5 x 5 array 
with P/d = 2.25, L/d = 92.42, and L/D = 5.79. A uniform 
power dissipation per unit length in each rod is maintained, 
while the enclosing outer cylinder is held at constant tem­
perature. The results include individual rod temperature 
distributions, heat transfer coefficients, and correlations for 
Nusselt numbers, all as a function of Rayleigh number and 
geometric parameters. 

The plans for storage or disposal of spent fuel rod bundles 
from nuclear power reactors, encapsulated in air or helium-
filled canisters, have led to a number of studies in this area. 
Previous studies on natural convection in rod biihdles were 
concerned with temporary storage at the reactor site where the 
rod bundles are not enclosed [1]. In the case of an air or 
helium-filled canister containing the spent fuel rod bundle, 
the heat transfer problem becomes quite involved and dif­
ficult. The three modes of heat transfer, conduction, con­
vection, and radiation, are superimposed. Moreover, the 
power dissipated by the rod bundle decays with time and is 
not uniform along the length of each rod. 

Radiative heat transfer within an enclosed rod bundle has 
been studied by a number of investigators [2, 3, 4], Also, 
some center rod temperature measurements of an actual spent 
fuel rod bundle, 15 X 15 rods with P/d = 1.33, enclosed in 
an air or helium-filled canister are available [5]. These 
temperature measurements are in good agreement with the 
predictions by a computer code, HYDRA-I, developed by 
McCann [6]. His code is programmed to treat transient three-
dimensional coupled conduction, convection, and radiation in 
an enclosed rod bundle. The code provides a finite-difference 
solution in Cartesian coordinates to the continuity, 
momentum, and energy equations. In his study, the equation 
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of motion is based on a generalization of flow through porous 
media, where the term for viscous forces is retained. The 
results obtained through the HYDRA-I code are temperature 
profiles of the rods in the array for different test fluids and 
boundary conditions on the canister surface. No parametric 
dependence of the heat transfer coefficient on the outer 
cylinder surface to flow parameter, RaD, or geometric factors 
is reported. Furthermore, the HYDRA-I code does not 
provide any information with respect to the relative con­
tribution of convective heat transfer to the total energy 
transferred. 

The main objective of the present study is to provide basic 
heat transfer data, convection Nusselt number as a function 
of Rayleigh number, in rod bundles where (a) coupled 
radiation, conduction, and convection heat transfer processes 
are present and (b) the pitch-to-diameter ratio, P/d, and the 
outer cylinder diameter are large enough so that porous media 
assumptions used in [6] are no longer valid. 

Experimental Apparatus and Procedure 
3 x 3 Rod Bundle. An existing outer cylinder with the 

associated controls and instrumentation [7] is used in the 
present study. The rod bundle that is placed in this canister 
consists of the top plate, nine heater rods, and the guide. The 
guide is 0.32-cm-thick Phenolite and is attached at the bottom 
of the rod bundle so that the desired pitch distance is main­
tained. 

The top plate is carbon steel and is threaded for fastening 
with the cylinder, which is threaded internally. Nine holes of 
0.64 cm diameter are drilled and tapped to accept the fittings 
at the top ends of the heater rods. These holes are on a square 
grid of 3.92 cm x 3.92 cm, which fits inside a circle of 8.26 
diameter. The pitch distance between the holes is 1.95 cm. 

Three 0.64-cm-dia holes on 3.22-cm centers are drilled and 
tapped in the top plate. Two Conax thermocouple connectors 
are fitted in these holes. The third hole is fitted by a Quick-
Connect for the purpose of pressurizing or evacuating the 
system. 

A square groove of 0.64 cm x 0.64 cm is cut into the lower 
surface of the top plate. The groove connects one of the holes 
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Fig. 1 Schematic of the enclosure and the assigned nomenclature for 
the length scales 

for a Conax thermocouple connector to the hole for the center 
heater rod. This groove is used to channel the thermocouples 
close to the center rod. Then the thermocouples are lowered 
into the cylinder parallel to the heater rod. The thermocouples 
are affixed to the surface of the rod with plastic steel. The 
other rods in the bundle are instrumented in a similar manner. 

The rod bundle comprises nine 0.635 cm dia x 91.44 cm 

cartridge heaters. The length includes a 1.27-cm-long 
threaded fitting at the top of the heater element. Each heater 
has an effective heated length of 87.6 cm and is designed to 
provide uniform electrical power dissipation per unit length. 
It comprises a nickel-chromium wire wound around a 
magnesium oxide core with a 0.05-cm Incoloy sheath. 

The outer cylinder is of carbon steel and is 8.25 cm i.d. x 
9.53 cm o.d. X 92.17 cm. To maintain it at constant tem­
perature, 30.48 m of 0.9-cm-dia soft copper tubing is used to 
provide a cooling coil around the outer surface. This coil is 
wound in a counter flow manner to give a uniform surface 
temperature. A gap of 0.64 cm is provided between con­
secutive turns of the coil for emplacement of thermocouples 
along the surface. Figure 1 presents a schematic of the en­
closure and the assigned nomenclature for the length scales. 

5 x 5 Rod Bundle. The design of the apparatus for the 5 
x 5 array is comprised of four major components: top plate, 
cylinder, and heated elements. In general, these components 
are configured similarly to those in the apparatus for the 3 X 
3 array. 

The top plate is a 2.54-cm-thick piece of brass with a 33.97-
cm diameter. Twenty-five holes 1.91 cm in diameter are 
drilled and tapped in this plate for mounting the heating 
elements. These holes are located on a 21.44 cm x 21.44 cm 
square, which fits inside a circle of 30.31 cm diameter. The 
pitch distance between the holes is 4.29 cm. For introducing 
either air or another gas into the cylinder, a 0.63-cm-dia 
threaded hole on 13.28 cm center is drilled into the top plate. 
Four holes of 1.91-cm diameter on 12.86-cm centers are 
drilled and tapped in the top plate to accommodate four 
Conax thermocouple connectors. 

The brass cylinder is 30.48 cm i.d. x 31.43 cm o.d. and 
185.42 cm long. Two collars of 31.43 cm i.d. x 33.97 cm o.d. 
with a thickness of 1.27 cm are silver soldered to the top 

N o m e n c l a t u r e 

Ad = area of heater rod, m2 

AD = area of outer cylinder, m2 

AR = height-to-diameter ratio of 
the cylinder or rod 

Cp = specific heat at constant 
pressure, J/kg-K 

d = diameter of a heater rod, m 
dj = diameter of equivalent inner 

cylinder, Nd, m 
D = diameter of outer cylinder, 

m 
g = gravitational constant, m/s2 

Gr = Grashof number, g@l3 AT/v2 

hD = convective heat transfer 
coefficient on the inner 
cylinder, W/m2 

hdi = overall convective heat 
transfer coefficient on outer 
cylinder, QC/ADAT, W/m2-
K 

h = convective heat transfer 
coefficient on the ;'th rod, 
Wc/Ad{TMRj - TMC), 
W/m2-K 

H = aspect ratio, L/l 
k = thermal conductivity, W/m-

K 
K = radius ratio, r„/r, 
I = annular gap, r„ - rh m 

L = height of the cylinder or rod, 
m 

N 

Nu 

NuD 

Nurf, 

P 

Pr 
Q 

Q 
r 

Ra 
Ra* 

Ra„ = 

number of rows in the 
square rod array 
convective Nusselt number, 
hl/k 
overall convective Nusselt 
number, hDD/k 
convective Nusselt number 
on rth rod, hdid/k 
center-to-center distance 
between the rods in a row, m 
Prandtl number 
convective heat flux based 
on the inner cylinder area, 
W/m2 

total power input, W 
radius, m 
Rayleigh number, GrPr 
modified Rayleigh number, 

Ra,, 

T 
AT 

Of) P 

Rayleigh number based on 
diameter of outer cylinder, 
(g(3/ap)D3AT 
Rayleigh number based on 
diameter of heater rod for 
rod / (gP/ai>)(TMKi -
TMC)d} 

temperature, K 
characteristic temperature 
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= 
= 
= 
™ 

Subscripts 
c 
d 

D 
i 

MC 
MR 

o 
R 

= 
= 
= 
= 
= 
= 
= 
= 

difference, TMR - TMC, °C, 
for rod bundles TMK is 
evaluated on the center rod 
power per rod, W 
energy transferred by 
convection for a given heater 
rod, W 
coord ina t e measur ing 
distance along rod from 
bottom, m 
thermal diffusivity, k/pCp, 
m2s 
isobaric coefficient of 
thermal expansion, K " ' 
emissivity 
kinematic viscosity, m2 /s 
density, kg/m3 

Stefan-Boltzmann constant, 
5.669 X 10"8 , W/m2-K4 

convection 
based on rod 
based on outer cylinder 
inner 
mean value on outer cylinder 
mean value on rod 
outer 
rod 
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a function of total power per rod 

and bottom ends of the cylinder. Sixteen equally spaced holes 
of 0.95-cm diameter on 16.75-cm centers are drilled through 
the end plates and collars. These holes facilitate the bolting of 
the end plates to the cylinder. Also, two separate soft copper 
cooling coils of 0.95-cm diameter are soft soldered to the top 
and bottom half of the cylinder. This coil will be used for 
circulating water to maintain the cylinder wall at constant 
temperature. Forty-eight holes of 0.13-cm diameter are drilled 
along the length of the cylinder. These holes are located along 
four lines, twelve holes per line, that divide the cylinder into 
four equal parts. Surface temperature thermocouples are 
placed in these holes. 

The rod bundle comprises twenty-five 1.91-cm-dia cartridge 
heaters with an effective heated length of 176.5 cm. The basic 
design of the heater elements is similar to those used in the 3 
X 3 rod bundle. A 30-cm-dia x 1.27-cm-thick Phenolite 
guide with twenty-five holes of 1.91-cm diameter on a square 
grid the same as the top plate is attached to the bottom of the 
rods to maintain the square array. Thermocouples are at­
tached to the rods in this array in a manner similar to that for 
the 3 x 3 rod bundle. 

Measurements of rod temperatures are made to within 
0.1 °C to 0.2°C using a variety of recording data loggers and 
voltmeters. Power to the heated rods is supplied through a 
filtered voltage regulator and transformers. Power to each 
rod in the bundle is held to within 1 percent of the set value 
under normal conditions for free convection. The radiation 
correction for each rod, however, requires that power input be 
adjusted to produce a predetermined mean rod temperature. 
This was done manually after the system had been allowed to 
reach steady state under a vacuum. Normally, a data run for a 
rod bundle required from several days to three weeks owing to 
the time required to reach steady state and the trial-and-error 
procedure needed to obtain the radiative correction. A more 

detailed description of the experimental apparatus, in­
strumentation and procedure are given in [8, 9]. 

Results and Discussions 

3 x 3 Rod Bundle 

Air and Helium. Heat transfer data obtained from these 
experiments include total and convective Nusselt number for 
each rod as well as an overall value for the bundle for a wide 
range of Rayleigh number. The characteristic length used in 
the definition of overall Nusselt and Rayleigh numbers is the 
diameter of the outer cylinder. The temperature difference is 
taken as the difference between the average value of the center 
rod and that of the outer cylinder. The heat transfer coef­
ficient is based on the area of the outer cylinder. In terms of 
overall Rayleigh number, heat transfer data cover the range of 
1.95 x 104 < RaD < 4.5 x 107. This range covers the 
conduction to boundary layer flow regimes. The numbering 
of rods in the bundle is given in Fig. 2. 

Seventy runs with air and helium at various pressures and 
power inputs to the rods were conducted. The characteristic 
temperature difference for the rod bundle, TMRi - TMC, is 
plotted as a function of power input to the rods in Fig. 2. For 
a given test gas and power input, an increase in the pressure 
corresponds to an increase in the Grashof number; con­
sequently, a lower temperature difference is observed. 
Furthermore, for a given test gas and pressure, the depen­
dence of the temperature difference on the variation in the 
power input is qualitatively indicative of the flow regime 
encountered. It should be noted that these temperature dif­
ferences are a result of superimposed processes of conduction, 
convection, and radiation heat transfer. The following 
comparison of two data points is a good example of the in­
terdependent effects of these processes. With air at a pressure 
of 5 atm, a temperature difference TMRi - TMC of 22.42°Cis 
obtained for a power input of 4.99 W/rod. In comparison, 
under a vacuum (a pressure of 9.2 X 10 - 5 atm), a tem­
perature difference of 86.37°C is observed for the same power 
input. These data points correspond, respectively, to a 
convection-dominated heat transfer process to one in which 
radiation is the primary means of energy transfer. 

Owing to the symmetry of the rod bundle, temperature 
measurements on only three rods in the square array are 
needed. In order to minimize the disturbance of the flow field, 
temperatures on Rods 1 and 2 are measured only at three 
locations (y/L = 0.25, 0.50, 0.75), whereas the temperature 
distribution on the center rod is measured on seven locations, 
starting at y/L = 0.125 with 0.125 intervals. For about 5 
W/rod, temperature profiles on the rods with air, helium, 
water, and a vacuum are graphically presented in Fig. 3. 

In the conduction regime, with helium as the convective 
medium, temperature distributions on the rods are nearly 
uniform. As the Rayleigh number is increased to 1.77 x 106, 
with air as the test gas, temperature profiles show a steady 
increase from the leading edge to the top of the heaters. This 
is particularly evident from the data on the center rod, for 
which temperatures are measured at seven locations. 

With air and helium as the convective media, at the same 
axial location, the center rod, Rod 3, has the highest tem­
perature compared to those for Rods 2 and 1. This difference 
between the temperatures on the rods is more pronounced in 
the conduction regime. Although the presence of radiation 
heat transfer results in a variation in the temperatures of rods, 
it is not the only factor. Consider the enclosure filled with 
fluid such that thermal radiation is not present. In the con­
duction regime, and with the same power input to each rod, 
one would expect the lowest mean temperature on the rod 
closest to the outer cylinder, and the highest on the center rod. 
Thereafter, as the Grashof number is increased, upward flows 
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are initiated around the individual rods. Each rod will have a 
distinct temperature profile which depends on its position in 
the bundle. Quantitatively, air and helium temperature data 
support this explanation. 

This explanation, however, is not supported by the water 
data, as can be seen from Fig. 3; the temperature profiles on 
Rods 1, 2, and 3 are nearly the same. One possible reason is 
that, in the boundary layer regime in a vertical enclosure, the 
Nusselt number (with the height of the enclosure as the length 
scale) shows a weak or nonexistent dependence on the height-

to-gap width ratio [10-13]. Extending this observation to the 
present case, one can state that, in the boundary layer regime, 
the distance of a given rod in the bundle to the outer cylinder 
has no effect on the heat transfer coefficient for that rod. It 
should also be mentioned that for same Rayleigh number 
range, flow regimes for water (Pr > 1) and air (Pr < 1) do 
not necessarily correspond. 

Temperature distributions on Rods 1, 2, and 3 for a power 
input of 5.0 W/rod at a pressure of 9.2 x 10 - 5 atm are also 
given in Fig. 3. At this pressure, radiation is the predominant 
mode of heat transfer, but conduction effects are not totally 
eliminated. As discussed earlier, both of these modes of heat 
transfer have a strong effect on the extent of temperature 
variations from one rod to another. This is due to exposure 
and distance of various rods to the outer cylinder (see Fig. 1). 

In order to obtain convective heat transfer coefficients the 
following procedure is followed. For a given gas and power 
input per rod, mean temperatures on Rods 1, 2, and 3 are 
obtained. The cavity is then evacuated, and the outer cylinder 
temperature is maintained the same as when the gas is present. 
The power inputs to Rods 1, 2, and 3 are simultaneously 
adjusted until the mean temperatures on these rods are the 
same as those obtained with the convection present. These 
power inputs are considered to be the radiation contribution 
augmenting the heat transfer process when the gas is present. 
At the vacuum condition, the Rayleigh number Rafl is about 
0.02, which is well below the value obtained for conduction 
regime (Ra c = 1.3 X 104). Nevertheless, at this low Rayleigh 
number, some energy is still transferred by conduction. This 
conduction effect is estimated [8] and is included in the un­
certainty in the Nusselt number. 

Temperature distributions obtained from a typical ex­
periment under a vacuum are plotted in Fig. 4. Superimposed 
on these temperatures are the profiles observed with con­
vective heat transfer present. Under vacuum conditions, the 
average temperatures on the individual rods and the outer 
cylinder are reproduced to within 0.9 percent of the values 
observed with the convective effects present. Although the 
temperature profiles on the rods under vacuum conditions are 
different from those observed with convection present, the 
calculated values of the parameter EoT4 (emissive power) for 
the individual rods are nearly the same for the two conditions. 
Therefore, it is felt that the radiation heat transfer con­
tributions are adequately accounted for. 

The radiation heat transfer contributions for Rods 1, 2, and 
3 vary with the test gas and the Rayleigh number. In the 
conduction regime, with helium as the convective medium, the 
radiation contributions as percentages of the power input per 
rod, for Rods 1, 2, and 3 are approximately 15, 16, and 26 
percent, respectively. At RaD = 5.81 x 105, the 
corresponding values are 11.4, 11.9, and 14.1 percent. With 
air at 1 atm, RaD = 1.77 X 106, the radiation contributions 
for Rods 1, 2, and 3 are about 37, 37, and 42 percent of the 
total Nusselt numbers, respectively, whereas at 5 atm, RaD = 
4.47 x 107, the corresponding values are reduced to about 16, 
16, and 18 percent. 

Convective Nusselt numbers Nurf for Rods 1, 2, and 3 are 
graphically presented as a function of Rayleigh number Rarf 

in Fig. 5. The characteristic length used in the definition of 
Raf/ and Nut/ is the rod diameter. The temperature difference 
is taken as the difference between the average values on the 
given rod and that of the outer cylinder. The heat transfer 
coefficient is defined based on the rod area. All the ther-
mophysical properties are evaluated at the mean value of 
temperatures of the given rod and that of the outer cylinder. 

The individual rods in the bundle, under a given condition 
of uniform power input per rod, can exchange energy with the 
working fluid via different but coexisting flow regimes. At 
Ra(/ = 44.8 the Nusselt number for Rod 1 is 10 percent higher 
than its asymptotic conduction value and can be classified as 
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being in the conduction flow regime (see flow regime 
classification given in [13]). Under the same conditions, Rod 3 
is at Rarf = 59.7 and the Nusselt number is 26 percent higher 
than its asymptotic conduction value. Hence, under a given 
condition, Rod 1 is in conduction flow regime while Rod 3 is 
in transition flow regime. 

The fact that the conduction flow regime ends at a lower 
Rayleigh number for Rod 3 than for Rods 1 and 2 should not 
be unexpected. In a vertical cavity or annulus, the Rayleigh 
number at which conduction regime ends is proportional to 
the aspect ratio, where the aspect ratio is defined as the ratio 
of the height of the layer to distance between cold and hot 
surfaces [10, 13]. In the 3 x 3 rod bundle, the height of the 
heated surface is the same for Rods 1, 2, and 3, but the 
characteristic distance between the hot and cold surfaces is a 
maximum for the center rod, and a minimum for Rod 1. 
Therefore, if a characteristic aspect ratio is to be defined for 
the rods in the bundle, highest and lowest characteristic aspect 
ratios would be assigned to Rods 1 and 3, respectively. 

As can be seen from Fig. 5, Rod 1 has the highest con­
vective Nusselt number, which is a direct consequence of 
proximity to the outer cylinder. The center rod, farthest from 
the outer cylinder, has the lowest heat transfer coefficient. 
The difference between the convective Nusselt numbers of the 
three rods is more pronounced in the conduction regime. 
However, it seems that with increase in Rarf the Nusselt 
numbers for the three rods are converging. 

The experimental data are correlated for the conduction 
and boundary layer regimes. The convective Nusselt numbers 
as a function of Rayleigh number for the individual rods in 
the array are as follows: 

Rod l 

Nud2 

Nud2 

Rod 3 

Nurf3 

Nurf3 

= 0.347Rad2
0097, 

= 0.126Rad2
0-321, 

= 0.218Rad3
0124, 

= 0.093Rarf3
0-341, 

7 < R a d 2 < 9 0 

9 0 < R a d 2 < 1 . 9 3 x l 0 4 

8 < Rarf3 < 50 

5 0 < R a d 3 < 2 . 0 4 x l 0 4 . 

(3) 

(4) 

(5) 
(6) 

Nu0 

Nu„ 

= 0.472Ra .d l
0 0 8 6 , 6<Ra r f, <1.3 X 102 

(1) 
0.159Radl

0M7 , 1.3 X l 0 2 < R a r f l < 1.84xlO4 (2) 

The above correlations describe over 90 percent of the ex­
perimental data to within 5 percent, and the maximum 
deviation does not exceed 8.5 percent. 

Overall convection and total Nusselt numbers as a function 
of Rayleigh number are graphically presented in Fig. 6. With 
air or helium, as the Rayleigh number is increased the 
radiation heat transfer contribution decreases. For air, 
radiation heat transfer accounts for 17-38 percent of the total 
power input, whereas with helium the radiative heat transfer 
is reduced to 13-19 percent of the total Nusselt number. The 
correlations for the convective Nusselt number as a function 
of Rayleigh number in conduction and boundary layer flow 
regimes are 

NuD = 1.27RaD
0087, 1.95 X 104 <Ra D < 1.2 X 105, (7) 

Nufl = 0.072RaD
0-332, 1.2 X 10 5 <Ra f l <4.5 x 107. (8) 

The above correlations describe the experimental convective 
Nusselt numbers with a maximum deviation of 6 percent. 

The experimental errors due to uncertainty in the measured 
quantities and thermophysical properties are about 5 and 6 
percent for the Nusselt and Rayleigh numbers, respectively. 
However, the convective heat loss from the top plate, the 
axial conduction loss along the rods, which are partially 
accounted for in the radiation corrections, and the conduction 
heat transfer present in the vacuum experiments add to the 
uncertainty in the convective Nusselt number. A detailed 
analysis of the effects discussed above [8] indicates that 90 
percent of the overall Nusselt numbers are underestimated by 
about 3.2 percent or less, with the maximum deviation not 
exceeding 7.1 percent for all the data points. Considering the 
complex geometry of the problem, however, it is felt that the 
reported uncertainties are satisfactory. 

Water. The objective of these experiments is to provide 
baseline values for the convective Nusselt number. The air 
and helium results, with the appropriate Prandtl number 
effect taken into account, should be in agreement with those 
obtained with water. Otherwise, one can conclude that the 
radiation heat transfer effects are not adequately accounted 
for. A total of ten experimental runs with the power input to 
the heater rods varying from 2.38 to 35.8 W/rod were con­
ducted. The Grashof number range covered is 1 x 106 < GrD 

< 3.2 x 107. In some of the experiments, the Grashof 
number is increased by increasing the cylinder temperature 
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rather than the power input, i.e., raising the mean fluid 
temperature and as a result the value of the product of 
properties included in the Grashof number. 

Temperature profiles on Rods 1, 2, and 3 for three ex­
perimental runs are given in Fig. 7. As mentioned earlier, the 
temperature profiles on the rods are nearly the same. One 
possible explanation for this behavior was offered, and will 
not be discussed further. The point which merits attention, 
however, is a discussion of the angular dependence of the 
temperature. The thermocouples on Rod 3 are facing Rod 1. 
As can be seen from Fig. 7, the measured temperatures, for a 
given axial location, regardless of their angular and radial 
positions, are nearly the same. This observation can be very 
helpful in analytical modeling of the problem. With the above 
observation in mind, one can state that, with air or helium as 
the test gas, at a given location the temperature of any rod in 
the bundle would exhibit a small variation along its periphery. 
Clearly, the extent of this variation is dependent on the degree 
of the exposure of the given rod to hot and cold surfaces. 

Nusselt numbers for the individual rods in the array Nuf/ 

are plotted as a function of Rayleigh number Raf/ in Fig. 8. 
The correlations obtained for the convective Nusselt number 
for Rods 1, 2, and 3 with the air and helium experiments are 
also graphically presented in this figure. The water results 
indicate that for a given Raf/, the heat transfer coefficient is 
the same for the three rods. In comparison, as discussed 
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Fig. 10 Normalized overall Nusselt numbers for air and water as a 
function of Gr D 

earlier, there is a distinct difference in the convective Nusselt 
numbers of Rods 1, 2, and 3 when air or helium is the con­
vective medium. As can be seen from the figure, the air and 
helium results, for a given Raf/, yield a higher Nusselt number 
compared to that obtained from water experiments. This is 
contrary to the expected Prandtl number effect as reported for 
vertical cavities [11, 14] and annular enclosures [13]. 
However, a recent analytical and experimental study by 
Kubair and Simha [12] on free convection in annular en­
closures reports a similar behavior to that found here. Their 
analytical results indicate that a correlation of Nusselt number 
as a function of Grashof and Prandtl numbers leads to a 0.18 
exponent for the latter. Prandtl number range in their study 
was 0.01 < Pr < 5.0. The results of their experiments with 
mercury and water confirmed their analytical findings. 
Moreover, this Prandtl number effect is confirmed through 
favorable agreement of the air and helium results reported in 
[7] with the water data obtained with the same annulus [8]. 

In order to find a reason for the possible difference, between 
the Prandtl number effect in a vertical cavity as opposed to an 
annulus, one should concentrate on the studies on free 
convection about a vertical cylinder. However, none of the 
existing studies on this subject give an explicit Prandtl number 
effect on heat transfer. Nevertheless, the information given by 
Sparrow and Gregg [15], qualitatively, can be of help. Their 
analysis indicates that, for a fixed local Grashof number, a 
decrease in the Prandtl number results in a higher value for 
the ratio of the local heat transfer coefficient of the cylinder 
to that of a flat plate. Therefore, implicitly one can conclude 
that enhancement of the heat transfer coefficient due to 
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curvature effects becomes more pronounced as the Prandtl
number is reduced. It should be mentioned that only two
Prandtl numbers, 0.72 and 1.0, were considered by Sparrow
and Gregg.

Assuming the same Prandtl number effect holds for the
present case, the normalized Nusselt numbers Nu"/PrO. 18 for
the individual rods and those for the rod bundle as a whole
Nu D IPrO. 18

, obtained with air, helium, and water are
presented as a function of their respective Grashof number in
Figs. 9 and 10, respectively. The water data for the individual
rods, as can be seen from Fig. 9, are bracketed with those
obtained with air and helium for Rods 1, 2, and 3. Con­
sidering the fact that air and helium results are different for
each rod, and the water data are nearly the same for Rods 1,
2, and 3, it seems that a Prandtl number effect of PrO. 18 is also
adequate for the present case. Moreover, normalized overall
convective Nusselt numbers obtained from air and helium
experiments are in good agreement with those for water (see
Fig. 10). Therefore, it is felt that air and helium data are
properly corrected for the radiation effects.

The experimental water Nusselt numbers Nu" for the in­
dividual rods in the array can be correlated in terms of
Rayleigh number Ra" with a maximum deviation of 6 percent.
However, a single correlation can describe all the data ob­
tained for the three rods to within 8 percent. Therefore, it is
felt that a single correlation as

Nu,,=0.162Ra/·257
, 2.8 X 103 ::;Ra,,::;6.8 X 104 , (9)

is adequate.
The overall water Nusselt numbers for the rod bundle can

be correlated in terms of Rayleigh number as

NUD=0.151RaDo.274 , 6.5 X 106 ::;RaD::;I.4 x 108 • (10)

Equation (10) describes the experimental data with a
maximum deviation of 7 percent. The total uncertainties in
the calculation of the Nusselt and Rayleigh numbers for the
water experiments are estimated to be about 7 and 8 percent,
respectively.

Flow Visualization. For these experiments, the 3 x 3 rod
bundle assembly is placed inside a transparent acrylic cylinder
of 7.46 cm i.d. The height-to-diameter ratio is 11.81. The
aspect ratio AR of the outer cylinder in the heat transfer
experiments was 10.61. The somewhat larger AR value for the
acrylic cylinder is not expected to affect the flow field
significantly. Ethylene glycol with suspended aluminum
particles (5 to 50 11) is used as the working medium.
Illumination of the particles is done with a high-intensity lamp
shining through a narrow slit so as to produce a plane of light.

Prior to flow visualization experiments, the bundle and the
outer cylinder are calibrated with thermocouples in place. The
thermocouples were then removed and a few grams of
aluminum powder were poured into the cylinder. The system
was allowed to reach steady state prior to illumination with
the light source.

Results reported here are for RaD = 2.92 X 107
, Ra" =

1.83 x 104
, and Pr = 46.4. (It should be noted that the rod

Rayleigh number Ra" is the same for Rods 1, 2, and 3 because
the temperature field is nearly same for these rods.) The flow
fields in the bottom, above midheight, and the top of bundle
are given in Fig. 11. These photographs were taken with an
exposure time of 20 to 60 s. The scale to the right in each

Fig. 11(a)

Journal of Heat Transfer

Fig. 11(b) Fig. 11(e)

Fig. 11 Flow lield i.n the 3 l< 3 rod bundle for Rad = 1.83 l< 104 and Pr
= 46.4: (a) 0 s ylL :s 0.07, (b) 0.51 s ylL :s 0.67, (e) 0.81 :s ylL s 1.0
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photograph is in inches, with the bottom of the bundle at 2 in. 
and the top at 36 in. One should keep in mind that these 
photographs were taken at an angle slightly off perpendicular 
to the plane of the light so one can see beyond the front row of 
rods facing the camera. 

The major results of the flow visualization are that there is 
no interaction between the upward flow around adjacent 
rods. Except for the end regions, less than 5 cm from the ends, • 
the upward flow around the rods has a uniform thickness. An 
unexpected finding is that there is a low-speed downward flow 
between the rods. This may be a result of the rather large P/d 
of this particular bundle (P/d = 3.08). This downward flow 
between the rods, in conjunction with the upward flow 
around the center rod and the cross flow at the end regions, 
results in vortex rings around the center rod in the end 
regions. In Fig. 11(c), one can see the traces of downward 
flow. Flow next to the outer cylinder can only be seen on the 
right-hand side of the graph next to the scale. 
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5 x 5 Rod Bundle. Total and convective heat transfer 
coefficients for each rod in the array as well as an overall 
value for the bundle are obtained for a wide range of Rayleigh 
number. Although Rayleigh number RaD was varied from 
2.6 x 105 to 1.06 x 109, the conduction flow regime was not 
encountered. With helium at atmospheric pressure as the 
convective medium, the heat transfer results of the 3 x 3 rod 
bundle experiments were indicative of conduction flow 
regime. However, in the present case, the results obtained 
with helium at atmospheric pressure are indicative of the 
boundary layer flow regime. 

The characteristic temperature difference for the rod 
bundle TV TMC as a function of power input to the rods 

Fig. 12 Average temperature difference on the center rod T M f i 6 

as a function of total power per rod 

for air and helium at various pressures is plotted in Fig. 12. 
The rod numbering is also given in that figure. The numbering 
of the rods is done in such a way that the rod closest to the 
outer cylinder, i.e., the rod on the corner of the square array, 
is numbered 1, and the center rod is number 6. A qualitative 
discussion of the temperature in this figure is similar to that 
given for Fig. 2. 

Typical temperature profiles on Rods 1 to 6 obtained with 
air at 2 atm, RaD = 3.83 x 108, are plotted in Fig. 13. There 
are several points about these temperature profiles which 
should be noted. The interior rods, i.e., Rods 4, 5, and 6, have 
nearly the same profile. Furthermore, Rods 2 and 3 also share 
the same temperature profile. Rod 1, closest to the outer 
cylinder and with most exposure to it, experiences the lowest 
temperature in the bundle. For this experimental run, the 
mean temperatures on Rods 1 to 6 are, respectively, 63.92°C, 
67.4°C, 66.94°C, 69.78°C, 70.0°C, and 70.17°C. As the 
mean temperatures indicate, Rods 4, 5, and 6 are surrounded 
by high-temperature surfaces. Also, these rods have little 
exposure to the outer cylinder. Furthermore, the temperature 
profiles on these rods show a steady increase from the leading 
edge to the top. Therefore, it can be concluded that the 
combined radiation and conduction heat transfer processes 
are not the dominant mode of heat transfer from these rods. 

The procedure used for the correction of the radiation heat 
transfer effects is the same as that followed in the 3 X 3 rod 
bundle experiments. Temperature distributions on Rods 1 and 
6 obtained from a typical experiment in vacuum condition, at 
a pressure of 6'.6 X 10 ~4 atm with Ra / ; = 22.5, are plotted in 
Fig. 14. Superimposed on these profiles are the temperatures 
observed with the convective heat transfer present. The 
temperature profiles on Rods 2, 3, 4, and 5 are very close and 
similar to those given for Rods 1 and 6, hence they are not 
plotted in Fig. 14. Under vacuum conditions, the average 
temperatures on the individual rods and the outer cylinder are 
reproduced to within 1.2 percent of the values observed with 
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Fig. 13 Temperature profiles on Rods 1-6 at Ran = 3.83 x 10 8 
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the convective effects present. However, based on absolute 
temperature, the difference is negligible. 

The maximum radiative heat transfer contributions for 
Rods 1 to 6 obtained with air at atmospheric pressure at Ra ; j 

= 5.16 x 1 0 \ are 57, 30, 30, 25, 21, and 21 percent of the 
power input per rod, respectively. As the Rayleigh number is 
increased to 1.06 X 109 the corresponding values are reduced 
to, respectively, 26.5, 13.9, 13.9, 11.8, 9.8, and 9.8 percent of 
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Fig. 14 Temperature profiles on Rods 1 and 6 under vacuum con­
ditions 

the power input per rod. The minimum values of the radiation 
heat transfer contributions for Rods 1 to 6 observed with 
helium at RaD = 2.02 x 107 are 16.5, 8.7, 8.7, 7.5, 6.2, and 
6.2 percent of the power input per rod, respectively. As can be 
seen from these percentages, the rods with least and most 
exposure to the outer cylinder, i.e., Rods 6 and 1, for a given 
power input per rod and test gas, have the lowest and highest 
heat transfer due to radiation, respectively. 

The convective Nusselt numbers Nud for Rods 1 to 6 are 
graphically presented as a function of Rayleigh number Rad 

in Fig. 15. As can be seen from the figure, Rods 2, 3,4, 5, and 
6, for a given Raf/, have nearly the same heat transfer coef­
ficient. Also, eight data points for Rod 1, out of a total of 
thirteen points, are within 15 percent of the values obtained 
for other rods. The primary reason for the scatter in the data 
obtained for Rod 1 is that the radial conduction heat transfer 
effect, present in the vacuum experiments, is most 
pronounced for this rod. This is due to the fact that Rod 1 is 
closest to the outer cylinder. Consequently, the convective 
heat transfer coefficients obtained for this rod are over-
corrected for radiation effect. This is especially evident from 
the data obtained with air at pressures of 1 and 2 atm (see Fig. 
15, Ra,, 10,000 to 60,000). 

The convective Nusselt number for Rods 1 to 6, except five 
data points for Rod 1, can all be represented as a function of 
Ra(/ through a single correlation with a maximum deviation 
of 12 percent. However, it is preferred to provide correlations 
for each rod in the array with much lower deviations from the 
experimental values. These correlations are as follows 
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Table 1 Geometric parameters of 

N x N d P/d 
(cm) 

1 x T 1.91 1 
3 x 3 0.635 3.08 
5 x 5 1.91 2.25 

'Annulus experiments [7] 

Rodl 

Nurfl = 0.111Raf/1
a254, 1.8 x 102<Ra r f l<2.3 x 105 (11) 

Rod 2 

Nurf2 = 0.062Rarf2
0-321, 2.2 x 102 <Rarf2 <2.5 x 105 (12) 

Rod 3 

Nud3 = 0.06Rad3
0-325, 2.3 X 102 <Rad 3 <2.5 X 105 (13) 

Rod 4 

Nurf4 = 0.058Raf/4
0'327, 2.4 x 102 <Ra, /4 <2.6 X 105 (14) 

Rod 5 

Nu'rf5 = 0.056Rarf5°-332, 2.5 X 102 <Rarf5 <2.6 x 105 (15) 

Rod 6 

Nu,/6 = 0.054Rarf6
0-334, 2.5 x 102 <Rarf6 <2.6 X 105. (16) 

The above correlations, except equation (11), describe the 
experimental data with a maximum deviation of 6 percent. 
The correlation given for Rod 1, obtained through correlating 
all the data points for that rod, deviates from the ex­
perimental data as much as 40 percent. As mentioned before, 
the four data points obtained with air at 1 and 2 atm are 
overcorrected for the radiative heat transfer effect for this 
rod. If one neglects these four points the rest of the data can 
be correlated, with a maximum deviation of 7 percent, as 

Nuf/1=0.1Rarfl
0-272. (17) 

Although the errors in some of the convective Nusselt 
numbers obtained for Rod 1 are very high, the effect on the 
overall convective Nusselt numbers NuD is rather small. This 
is due to the fact that there are only four rods out of a total of 
twenty-five rods numbered 1. 

Overall convective and total Nusselt numbers as a function 
of Rayleigh number are graphically presented in Fig. 16. For 
air, radiation heat transfer accounts for 15-32 percent of the 
total power input, whereas with helium the radiation con­
tribution is reduced to 12-23 percent. The correlation for the 
convective Nusselt number as a function of Rayleigh number 
is 

Nu D =0.095Ra D
( U 2 \ 1.48 x 106 <Ra D < 1.06 X 109. (18) 

Equation (18) describes the experimental data with a 
maximum deviation of 6 percent. 

The experimental errors due to uncertainty in the measured 
quantities and thermophysical properties are about 5 and 8 
percent for the Nusselt and Rayleigh numbers, respectively. 
As we discussed for the 3 x 3 rod bundle, the losses and the 
radial conduction effect in the vacuum experiments add to the 
uncertainty in the Nusselt number. An analysis of these ef­
fects [8] indicates that over 90 percent of the overall Nusselt 
numbers are underestimated by about 3.6 percent or less, with 
the maximum deviation not exceeding 7.4 percent for all data 
points. Considering the complicated geometry of the 
problem, the total uncertainty of about 8 to 12 percent in the 
overall convective Nusselt numbers is not unreasonable. 

Generalized Correlation 

In this section the results for an annulus [7], the 3 x 3 rod 
bundle, and the 5 x 5 rod bundle are brought together and 
analyzed. The objective is to establish an "equivalent" an­
nulus model which can describe overall convective heat 
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three experimental facilities 

L D L/D 
(cm) (cm) 
87.63 8.255 loT62~ 
87.63 8.255 10.62 

176.53 30.48 5.79 

transfer from a rod bundle to its enclosing cylinder while the 
effects of the appropria te geometric parameters are taken into 
account. The geometric parameters of the three experiments 
are given in Table 1. 

It is reasonable to state that , as far as the interior surface of 
a canister enclosing a rod bundle is concerned, it is receiving 
energy by convection, owing to a characteristic temperature 
difference, from the descending hot fluid. The average 
convective heat transfer coefficient encountered due to this 
heat transfer can be assumed to result from the presence of a 
fictitious cylinder concentric with the canister. Such an 
equivalent annulus should satisfy two conditions. First, the 
point of departure from the conduction regime should comply 
with the criteria set for an annulus. Second, the dependence of 
the effective, or overall Nusselt number on the Rayleigh 
number should, within the limits of experimental un­
certainties, agree with those of an annulus. However, the 
magnitude of the Nusselt numbers for such an equivalent 
annulus cannot be expected to be the same as those obtained 
from generalized correlations for free convection in an an­
nulus. Therefore, the pitch-to-diameter ratio and the number 
of rows in the bundle are expected to enter any generalized 
correlation for thermal convection. 

Thus , in order to successfully represent thermal convection 
in a rod bundle with an equivalent annulus model the 
following tasks should be accomplished: 

1 To establish the radius ratio and aspect ratio effects on 
heat transfer in an annulus. Furthermore, provide criteria for 
the extent of conduction regime as a function of the geometric 
parameters of H and K. 

2 To identify an equivalent inner cylinder for rod bundles 
in such a way that the criteria for the extent of conduction 
regime in an annulus are satisfied. 

3 To identify the effects of pitch-to-diameter ratio P/d and 
N, the number of rows in the square rod array, through 
normalizing the results for the annulus and those of rod 
bundles, defined based on the equivalent annulus, with 
respect to the H and K effects. 

The annulus results of Keyhani, Kulacki, and Christensen 
[7] for K = 4.33 and H = 27.6, with the power law depen­
dence of aspect and radius ratios as reported by Thomas and 
de Vahl Davis [13] for the conduction and boundary layer 
regimes are, 

Nu = 0.797Ra°-077//-0-052.Ka505, (19) 

and 

Nu = 0.188Ra°-322//-°-238^a442, (20) 

forRa < 2.3 x 10 6andPr = 0.71. 

It should be noted that the numerically predicted effects of 
radius and aspect ratios [13] have been verified through 
favorable agreement with the experimental results of Sheriff 
[16] in [7]. 

As for the extent of the conduction regime, Thomas and de 
Vahl Davis [13] have suggested the following for critical 
Rayleigh number: 

Ra<400// . (21) 

It may be noted that equation (21) does not include the radius 
ratio K as a parameter which influences the extent of the 
conduction regime. They have indicated, however, that the 
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Table 2 Experimental Rayleigh numbers indicating the extent of conduction regime for an annulus 

Ra„ 

Keyhani et al. [7] 
Bhushan 
etal. [17] 
Choi and 
Korpela [18] 

H 

2.76 
38.38 
52.82 

38.89 

K 

4.33 
8.28 
2.77 

1.46 

Raexp 

6.6 x 106 

8.79 X 103 

1.89 X 104 

5.32 x 103 

Equation (21) 

1.10 x 104 

1.54 X 104 

2.11 x 104 

1.55 x 104 

Equation (22) 

6.52 x 103 

9.85 x 103 

9.55 x 103 

6.44 x 103 

Equation 

1.67 
1.74 
1.74 

2.96 

(21) Equation (22) 

0.99 
1.12 
0.51 

1.23 

L/d L/D P/d 
• 5x5 Rod Bundle 92.4 5.79 2.25 
» 3x3 Rod Bundle 138 10.62 3.08 
• Annulus 46 10.62 -

10" 2x10 

Fig. 17 Comparison of the overall convective Nusselt numbers Nud 

for the 3 x 3 and 5 x 5 rod bundles with the annulus results [7] 

radius ratio has a weak effect. On the other hand, equations 
(19) and (20) indicate that the conduction regime is delimited 
by 

Ra<363A"0-25i/°' (22) 

The values of the critical Rayleigh numbers for the end of 
the conduction regime, as predicted by equations (21) and 
(22), are compared with the available experimental data for 
annular enclosures in Table 2. The criterion given by Thomas 
and de Vahl Davis [13] yields a good agreement with only one 
piece of experimental data. The relation suggested by the 
present work, however, provides good agreement with three 
experimental values. It is felt, therefore, that equation (22) 
yields an acceptable value for the extent of the conduction 
regime. 

For the annulus case, the aspect ratio and radius ratio 
effects and the criteria for the extent of conduction regime are 
experimentally established. In order to present the 3 x 3 and 
5 x 5 data based on an equivalent annulus, as discussed 
earlier, two conditions should be met. First, the criteria for 
the conduction regime should be satisfied. Second, the 
dependence of the overall Nusselt number on the Rayleigh 
numbers should, within the limits of experimental un­
certainties, agree with that of an annulus. The correlations 
obtained for the 3 x 3 and 5 x 5 rod bundles yield exponents 
for the Rayleigh number which are very close to that obtained 
for the annulus. Therefore, the second condition is adequately 
satisfied. As for the first condition, the conduction regime 
was only observed with the 3 x 3 rod bundle. 

The annulus data, K = 4.33, H = 27.6, represented in 
terms of Rafl and NuD are graphically presented along with 
those of 3 x 3 and 5 x 5 rod bundles in Fig. 17. As can be 
seen from the figure, the dependence of Nusselt number on 
Rayleigh number is nearly the same for the three geometries. 
It is only the magnitudes of the Nusselt numbers which are 
different. Further examination of Fig. 17 reveals that the 
extent of conduction regime in terms of RaD is nearly the 
same for the annulus and the 3 x 3 rod bundle. It should be 
mentioned here that the same outer cylinder was used for both 
annulus and the 3 x 3 rod bundle experiments. 

Heat transfer correlations for the 3 x 3 rod bundle, 
equations (7) and (8), indicate that the conduction regime in 
that geometry is delimited by RaD < 1.22 x 10s. Fur­
thermore, equation (22) in terms of Rafl relates the value of 
the critical Rayleigh number to the geometric parameters by 

r D1 °-25 r 2L 1 °-76 r 2D 
(23) 

where dn D, and L are diameters of the equivalent inner 
cylinder, diameter of the outer cylinder, and height of the 
cylinder or rod, respectively. With the values of Ra f l, D, and 
L known, one can readily solve for the diameter of the 
equivalent inner cylinder. It is found that a choice of inner 
cylinder with a diameter equal to that of a circle fitted inside 
the square formed by the rods as if they were close packed, 
i.e., d) = Nd, would result in an equivalent annulus which' 
satisfies the criteria for conduction regime, equation (23), to 
within 5.7 percent of the experimental value. Based on this 
fictitious inner cylinder, the equivalent annulus for the 3 x 3 
rod bundle would have the geometric parameters of H = 27.6 
and K = 4.33. Fortuitously, this equivalent annulus for the 3 
x 3 rod bundle has the same aspect and radius ratios as the 
annulus case. The equivalent annulus for the 5 x 5 rod 
bundle, with d, = Nd, would have the geometric parameters 
ofH= 16.85 andA" = 3.2. 

With the equivalent annulus for the rod bundles selected, 
the experimental Nusselt and Rayleigh numbers can be 
calculated for such geometry. The overall convective Nusselt 
numbers are calculated based on the surface area of the 
equivalent inner cylinder. The characteristic length used in the 
definition of Rayleigh and Nusselt numbers would be / = 
(D-Nd)/2. In order to empirically obtain the effects of pitch-
to-diameter ratio P/d and N, the number of rows in the 
square rod array, the experimental Nusselt numbers for the 
three cases can be normalized as Nu///~0-238 A'0442, where the 
aspect and radius ratio effects used here are the same as those 
reported by Thomas and de Vahl Davis for the boundary layer 
regime. Any difference between the three sets of normalized 
Nusselt numbers as a function of Rayleigh number can then 
be attributed to the P/d and A^effects. Based on this analysis, 
the effects of P/d and N are empirically found as 
(P/t/)0045A,+0-541 

As should be expected, the effects of P/d and N are in­
terdependent. For example, consider a close-packed 1 5 x 1 5 
rod bundle, i.e., P/d = 1 and N = 15. The number of rods in 
this case does not have any effect on convective heat transfer 
other than that already included in the definition of the 
equivalent inner cylinder. Heat is conducted from the interior 
rods to the outside rods. Thereafter, the energy is transferred 
to the outer cylinder through combined processes of radiative 
and convective heat transfer. Therefore, the fact that P/d has 
an exponent which includes N has a physical basis. Fur­
thermore, the constant 0.541 in the exponent of the P/d term 
can also be explained. Since the equivalent inner cylinder is 
taken as if the rod bundle were close packed, the curvature 
effects of the rods are not fully accounted for yet. Each 
curvature enhances heat transfer, and the term (P/rf)0'541 

accounts for the additional curvature effect which is not 
incorporated into the radius ratio term. 

The overall convective Nusselt numbers obtained from the 
3 x 3 rod bundle experiment are calculated for the equivalent 
annulus of H = 27.6 and K = 4.33 and normalized as 
Nu/(P/c0OO45W+o-541. These values are compared to the an­
nulus results (A" = 4.33, H = 27.6) in Fig. 18. As can be seen 
from the figure, the agreement between the two results is very 
good. It may be noted that the 3 x 3 rod bundle results 
defined in terms of the equivalent annulus indicate that the 
conduction regime ends at Ra = 6.8 x 103, where the an-
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Fig. 18 Comparison of the overall convective Nusseit numbers for the 
3 x 3 rod bundle, defined for the equivalent annulus, with the annulus 
results [7] 
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Fig. 19 The annulus [7], 3 x 3, and 5 x 5 rod bundle Nusseit numbers 
normalized with respect to K, H, Pld, and N effects 

nulus results yield a value of Ra = 6.6 x 103. Therefore, it is 
felt that the appropriate equivalent inner cylinder is selected. 

The annulus results and the overall convective Nusseit 
numbers for the 3 x 3 and 5 x 5 rod bundles defined for their 
respective equivalent annulus are normalized, i.e., dividing 
the Nusseit number for each geometry with its respective 
K0M2 H~02M (/>/rf)0.045/v+o.54i) a n d graphically presented in 
Fig. 19 as a function of Rayleigh number. Considering the 
complexity of the geometries studied here, the agreement 
between the three sets of results is very good. 

The effects of aspect ratio H, radius ratio K, pitch-to-
diameter ratio P/d, and N, the number of rows in the square 
rod array, as selected here, lead to an adequate description of 
the experimental results for the annulus, 3 x 3 and 5 x 5 rod 
bundles. In the boundary layer regime, with the geometric 
effects taken as selected above, the experimental results for 
the three geometries can be correlated as 

Nu = 0.188A:0-442//~0-238(P/rf)0045/v+0-541Ra0-322. (24) 

The above correlation describes over 90 percent of the data 
for the annulus, the 3 x 3 rod bundle, and the 5 x 5 rod 
bundle to within 7 percent. In the conduction regime, a 
correlation of the form 

Nu = 0.191K°-505H 2(P/d) 0.045/V + 0.541 Ra° (25) 

describes over 90 percent of the data for the annulus and the 3 
x 3 rod bundle to within 6 percent. For the 5 x 5 rod bundle, 
the experimental apparatus did not permit data in the con­
duction regime. Based on the equivalent annulus Rayleigh 
number, the lowest value covered is Ra = 5 x 104. Using the 
criteria given for the conduction regime, equation (22), 
conduction regime should be observed in the 5 x 5 rod bundle 
for Ra < 4.15 x 103. It may be noted that equations (24) and 
(25) can readily be represented in terms of a modified 
Rayleigh number based on the convective heat flux rather 
than temperature difference, i.e., Ra* = RaNu. 

Conclusions 

A comparison of air and water results obtained with the1 3 

X 3, P/d = 3.08, rod bundle essentially confirms the Prandtl 
number effect found in [8] and [12] for an annulus. 
Therefore, it is felt that the radiation correction, as applied to 
the rod bundle results, is accurate. With air or helium as the 
convective media, different heat transfer coefficients for each 
rod in the array are found. The difference is most pronounced 
in the conduction regime and decreases with increase in Rad. 
Furthermore, the end of conduction regime data show that it 
is quite possible for the individual rods in the array, at a given 
condition, to exchange energy with the working fluid via 
different but coexisting flow regimes. 

The water results which are obtained at high Rayleigh 
numbers, but overlapping the later part of air data, yield 
nearly the same heat transfer coefficient for the rods in the 
bundle. This observation may prove helpful in approximate 
analysis of rod bundle problems for high Rayleigh number 
flow. It may be noted that the 5 x 5, P/d = 2.25, rod bundle 
experiments with air and helium also resulted in nearly the 
same heat transfer coefficients for the individual rods in the 
array. 

An equivalent annulus model for enclosed rod bundles is 
proposed. Based on this model, the boundary layer data 
obtained with air and helium from an annulus in [7], the 3 x 
3 rod bundle, and the 5 X 5 rod bundle are correlated by a 
single equation in terms of Ra, H, K, P/d, and N. Fur­
thermore, the conduction regime data for the annulus and the 
3 x 3 rod bundle are also represented by a correlation in 
terms of the above parameters. In addition, the conduction 
regime data obtained with the 3 x 3 rod bundle, defined 
based on the equivalent annulus model, complies with the 
conduction regime criteria for an annulus (equation (22)). 

It is found that, for a fixed H and K as defined for the rod 
bundles, an increase in the pitch-to-diameter ratio P/d, 
and/or N, the number of rows in the square rod array, results 
in an increase in the overall convective heat transfer coef­
ficient. Moreover, for a fixed outer cylinder, an increase in 
P/d and/or N enhances the convective heat transfer from the 
rod bundle to the outer cylinder. 
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Experiments and Theory on 
Natural Convection Heat Transfer 
From Bodies of Complex Shape 
Measurements of the heat transfer by natural convection from isothermal bodies to 
air are reported and compared to the predictions of the method proposed by 
Raithby and Hollands [7, 8]. The bodies tested were the cube in various orientations 
and a body consisting of two touching spheres (a bisphere). The experimental 
Rayleigh number range extended from 10 to 107. The experimental method in­
corporated measuring the heat transfer by the transient method and varying the 
Rayleigh number by varying the pressure. The predictions agreed with the 
measurements to within an average error of about 3 percent. The results are 
correlated by single equations, which can be extended to fluids other than air. 

Introduction 

Many workers have measured the rate of natural convective 
heat transfer from isothermal bodies immersed in an extensive 
fluid. But with few exceptions (e.g., Bovy and Woelk [1], 
King [2], Astrauskas [3]) these workers have restricted 
themselves to bodies of simple two-dimensional shape, such 
as plates or cylinders, or to bodies of simple axisymmetric 
shape, such as spheres and spheroids; very few measurements 
have been reported for bodies of more complex shape, such as 
cubes and tetrahedrons. This paucity of data has prevented 
analytical methods for predicting the heat transfer from being 
tested on bodies of complex shape. 

Several analytical methods have, however, been tested on 
bodies of simple shape. The early methods, which used the 
laminar boundary layer equations at their starting point, 
proved unsatisfactory. They predicted the heat transfer ac­
curately only over a very narrow intermediate range in 
Rayleigh number (Ra). They failed at low Ra because the 
boundary layer assumption is invalid (the boundary layers are 
too thick) and at high Ra because the laminar assumption is 
invalid (turbulence exists over part of the body). For example, 
Saville and Churchill's 1967 laminar boundary layer solution 
for a horizontal cylinder [4] predicted the measured heat 
transfer within 10 percent only for the narrow Rayleigh 
number range from 106 to 107. Recent solutions in­
corporating thick boundary layer effects have followed one of 
two lines, one exact, the other approximate. In 1979-1980 
Kuehn and Goldstein [5] and Fujii, Fujii, and Matsunaga [6] 
each computed solutions to the two-dimensional laminar 
equations for horizontal cylinders, and their results showed 
close agreement with measured data over a wide Ra range 
extending from Ra = 1 to Ra = 5 X 106; for Ra > 106 

turbulence caused the theory to underpredict the heat trans­
fer. This approach has helped to place laminar external 
natural convection on a firm foundation, but because, for 
accurate results, it is limited to two-dimensional laminar 
flows and because it requires extensive computational effort 
and skill, it is unlikely to be practical for the heat transfer 
practitioner to implement directly, at least not for some time. 
In 1975-1978 Raithby and Hollands [7, 8] presented a sim­
pler, approximate method which is based on the idea of the 
conduction layer and which extended the early work of 
Langmuir [9]. This general method (called here, for brevity, 
the R-H method) accounts for thick boundary layer effects 
and turbulence and has been validated over a large range in 
Ra for several bodies of simple shape [7, 10, 11]. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 5, 
1984. 

But since the R-H method is approximate, confidence in its 
accuracy and reliability must be established by comparing its 
predictions with data for as wide a range of Rayleigh number 
and body shapes as possible. In addition to new 
measurements for spheres, the present paper reports 
measurements over a broad range of Ra of the heat transfer 
from a cube (in three different orientations) and a bisphere 
(two touching spheres). The bisphere and the cube in one of its 
orientations are particularly difficult problems for the 
methods, and were specifically designed to test its limits of 
applicability. Comparisons are made between the 
measurements and the predictions of the R-H method for 
each case. In addition, correlation equations for calculating 
the heat transfer are provided. In all experiments air was the 
ambient fluid. 

Experiment 

Measurement Procedure. Heat transfer measurements were 
made for the body shapes and orientations shown in Fig. 1. 
The body dimensions are recorded in Table 1. The 
measurements for each case were taken when the body was 
suspended in the central portion of a pressure vessel 960 mm 
in diameter and 750 mm long. The Rayleigh number was 
varied over a range from 10 to 107 by repeating the 
measurements at different pressure levels [12, 10] between 1 
and 700 kPa, and by varying the temperature difference AT 
between the body and its ambient air from 10 to 20 K. The 
vessel was sufficiently large relative to the body that, for the 
Ra range studied, the boundary layers on the body did not 
interfere significantly with those on the vessel walls. The 
vessel was well sealed so that no significant pressure drift 
occurred over the time (up to several hours) required for the 
heat transfer measurement. Furthermore, the vessel wall was 
isothermal to within 0.1 K, its temperature drift over the heat 
transfer measurement period was less than 0.1 K, and its 
effective emissivity for radiation from the body was very close 
to unity. The air temperature T„ in the central region of the 
vessel, except in the immediate vicinity of the body and in its 
wake, was measured to be uniform to within 0.2 K and very 
close to the temperature of the vessel wall Tv. 

Each body was machined from Aluminum Alloy 6061-T6 to 
a 0.1 mm tolerance, and then polished to a high sheen with 
emery cloths and commercial polish. The high conductivity of 
the material guaranteed that the body temperature would be 
very nearly uniform, and the low emissivity of the polished 
surface minimized that radiative heat loss from the body. 

Each body was suspended in the vessel on 0.08-mm nylon 
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ORIENTATION I ORIENTATION 3 ORIENTATION 2 

SPHERE CUBE 

Fig. 1 Shapes and orientations of bodies tested 

BI-SPHERE 

Body 

Large sphere 
Small sphere 
Cube 
Bisphere 

Table 1 Dimensions of bodies tested 

Quantity chosen for 
characteristic 
dimension, X 

Diameter 
Diameter 
Length of side 
Diameter of each sphere 

Value of 
X, m 

0.0600 
0.0400 
0.0432 
0.0432 

lines glued into small holes drilled in the body. The body 
temperature Tb was measured using a copper-constant 
thermocouple cemented into another hole with its junction 15 
± 6 mm from the body surface. The bisphere had two such 
junctions, one in each sphere. A 1000-fi resistance heater, 
cemented into a hole 8 mm in diameter and 30 mm deep, 
provided the means of heating the body. To minimize heat 
losses from the bodies the diameter of the thermocouple leads 
and the copper heater leads were kept as small as practical 
(0.075 mm). In order to ensure that the bodies remained as 
nearly isothermal as possible, a high conductivity cement was 
used, made from 80 percent fine aluminum particles and 20 
percent epoxy resin by weight. Further details are provided 
elsewhere [13]. 

The total heat transfer rate from a body QT was calculated 
from the transient cooling equation using the total heat 
capacity of the body (MCp) and the measured cooling rate. 
The mass M was measured, and the effective Cp calculated 
from mass-weighted values for the aluminum, the heater, the 
cement, and the thermocouple. The mass of the aluminum 
bodies in all cases exceeded 99 percent of the total mass so 
that precise values of Cp for the other materials were not 
required. 

For a given body, orientation, and pressure level, the body 
temperature was first raised to about 300 K (35 K above 
ambient) by passing current through the heater. With the 
current then shut off, the temperature was allowed to fall to 
about 325 K before the start of the test period. At regular time 
intervals At during the test period a microprocessor 
automatically logged the time and output from thermocouples 
which later permitted the ambient and body temperatures to 
be found. The test period was terminated when the body 
temperature fell to within about 5 K of the ambient tem­
perature. Depending on the pressure level, the length of the 
test period varied from 30 min to 15 hr. The At interval 
between readings was chosen such that the number of 
readings Nover the test period was about 50. 

N o m e n c l a t u r e 

A 
Cf,C* 

D 

surface area of body, m2 

defined by equations (10) 
and (11) 
diameter of sphere, m 

,_„ = radiant form factor from 
body to vessel 

g = gravitational acceleration, 
m/s2 

k = thermal conductivity of 
fluid, W/m K 

L = length of side of cube, m 
m = exponents in Churchill-

Usagi mixing of laminar 
and turbulent solutions 
(equation (9)) 
heat capacity of body, J/K 

N = number of readings over 
one test period 

Nu = Nussel t number = 
QX/AATk, w i th k 
evaluated at the mean film 
temperature 

Nu(. = c o n d u c t i o n N u s s e l t 
number; Nusselt number 
when Ra—0 

Nu, = R-H method solution for 
Nu when step (///) replaced 
by Av = A,v 

Nu, = R-H method solution for 
Nu when step (Hi) replaced 
by Ax = Alx 

NuJ 

Pr 

(MC„) = 

Q = 

Qr = 

QR = 

R = 
Rr = 

Ra 

T = 

T„ = 

thin-layer solution for 
local Nusselt number for 
laminar flow 
thin-layer solution for 
local Nusselt number for 
turbulent flow 
Prandtl number = via 
local heat flux from body 
at location x, W/m2 

rate of heat transfer from 
body to fluid (air), W 
total rate at which body is 
losing heat, including both 
convective and radiative 
rates, W 
rate at which body loses 
heat by radiation, W 
radius of sphere, m 
local radius of curvature 
of body, m 
Rayle igh n u m b e r = 
g(3ATX3/i>a, with 0 
evaluated at Ta and other 
properties at mean film 
temperature 
time since start of test 
period, s 
fluid temperature far from 
the body, K 
body temperature, K 

T = 

T = 

AT = 
x = 

X = 

A,v = 

A , = 

average value of Ta over 
one test period, K 
mean temperature of 
pressure vessel walls, K 
Tb — Ta, K 
coordinate along the 
surface from the lowest 
point to a local point on 
the body, m 
characteristic dimension of 
body, see Table 1, m 
thermal diffusivity of 
fluid, m 2 /s 
volumetric coefficient of 
thermal expansion of 
fluid, K"1 

thickness of uniform layer 
offering same thermal 
res is tance as ac tua l 
conduction layer, m 
local laminar conduction 
layer thickness, defined as 
A7Nu£, m 
harmonic mean value of 
Av, defined by equation 
(4),m 
local turbulent conduction 
layer thickness defined as 
AVNu£, m 
local conduction layer 
thickness, m 
emissivity of body surface 
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Fig. 2 Results for sphere 

These data were post-processed to find the average air 
temperature T,„ over the test period. A least-squares fit to the 
data, plotted as P(t)= \n{Tb-Tm) versus t, yielded the 
coefficients A, in the cubic P{f) = T,]=0Ait

i. The total heat 
flow at any time / in the test period is therefore given by 

QT= (MCp)
d-^=(MCp) ~exp(P) (1) 

The cubic fit is most accurate [14] at the three times t{ = 
NAt/2, t2 = r, + O.lNAt, and r3 = r, - O.lNAt. The three 
values of QT derived from each transient test were obtained 
by evaluating equation (1) at these times. 

The net heat transfer by natural convection Q was 
calculated by subtracting from QT the radiative heat loss to 
the vessel wall QR where 

QR =Ao(Tb* - 7„4)/(e- ' + Fblv - 1) (2) 
Based on measurements [13] using a Gier-Dunkle DB-100 

Reflectometer (without the filter) the hemispherical emissivity 
of the body surface e was estimated to be 0.05 ± 0.01. The 
value of QR represented from 40 percent (at low Ra) to 2 
percent (at high Ra) of the measured QT. 

Conduction away from the body along the thermocouple 
and heater leads, as well as the suspension lines, was shown by-
analysis to be negligible (<0.5 percent of QT), and was 
neglected in the calculation of Q. Separate experiments were 
performed which confirmed this conclusion [13]. 

The Nusselt (Nu) and Rayleigh numbers that existed at the 
times of each QT determination were calculated from the 
corresponding Q value, the coincident AT ~ Tb - Ta, the 
representative dimension X of the body, and the fluid 
properties. The fluid properties were calculated at the 
arithmetic mean of Tb and Ta, except for /3, which was 
evaluated at Ta. Property equations were evaluated from 
least-square fits to the tabulated data by Hilsenrath et al. [15]. 

After the measurements just described were completed at 
the lowest pressure level, the vessel pressure was increased and 
the measurement steps retraced. This procedure was repeated 
at about 20 pressure levels (which therefore yielded 60 data 
points) until the maximum admissible vessel pressure was 
reached. The pressure increments were chosen such that the 
Ra values obtained were roughly equally spaced on a 
logarithmic scale. 

Error Analysis. As part of the error analysis, the 

isothermality of the bodies was checked. Because of the 
thermal constriction between its two parts, a comparison of 
the upper and lower-sphere temperatures of the bisphere gave 
the worst-case check for isothermality. Within three minutes 
of switching the electrical heater off, the upper and lower 
spheres were the same within 0.15 K, a difference resulting in 
an error in the Nusselt number of less than 1 percent. 

A detailed error analysis [13] took into account all 
calibrated and instrumental uncertainties. The dominant 
source of error in the Rayleigh number was the (40 Pa) un­
certainty in the pressure transducer. Assuming worst-case 
conditions, the maximum error dRa. in the Rayleigh number 
was found to be given by tfRa/Ra = 0.25/Ra1/2 + 0.02; this 
represents a possible error of 10 percent at Ra = 10, 
decreasing to 5 percent at Ra = 102 and to 2 percent at Ra = 
107. The dominant source of error in the Nusselt number was 
the uncertainty in the body surface emissivity measurement. 
The maximum error afNu in the Nusselt number was found to 
be given by c?Nu/Nu = 0.14/Nu + 0.02; this represents a 
possible error of 9 percent at Nu = 2, decreasing to 7 percent 
at Nu = 3 and to 2.5 percent at Nu = 20. 

Results. The Nu-Ra results for the large and small spheres 
are plotted in Fig. 2, with the above error bounds shown on 
the plots. There is very little scatter, and the results for the 
two spheres are in excellent agreement. The solid curve plots a 
correlation equation developed previously by Raithby et al. 
[10] which, for air, simplifies to 

Nu = [(2 + 0.452 Ra , / 4)6 + (0.099 Ra1 / 3)6]1 / 6 (3) 

There is excellent agreement between the measurements and 
this equation; the maximum difference is less than 2 percent 
for both the large and small spheres. The low degree of scatter 
and the close agreement between the two spheres and with 
equation (3) lend confidence to the experimental procedure. 

The results for the complex bodies are given in Fig. 3. The 
solid curves in Fig. 3 are the results of an analysis, which is 
now described. 

Analysis 

Predictions of the R-H Method. Raithby and Hollands [7, 
8, 16] have suggested a method for closely estimating the 
natural convection heat transfer from bodies. When the flow 
is three dimensional, the body is isothermal, and the fluid 
temperature far away is uniform, this R-H method reduces to 
the following algorithm: 
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Fig. 3 Results for cubes and bisphere 

(/') Calculate the Nu/A., the laminar boundary layer (or 
thin layer) solution for the local Nusselt number, as estimated 
by a specified equation [8] containing a line integral extending 
along the surface of the body from the body's lowest point up 
to the local point x; calculate the corresponding local laminar 
conduction layer thickness Alx, given by A/v = AYNuJ. 

(/';') Calculate the NuJ, the turbulent boundary layer 
"solution" for the local Nusselt number at the same location 
x, as estimated by another specified algebraic equation (not 
containing a line integral); calculate the corresponding local 
turbulent conduction thickness Alx, given by Alx = AVNu Jx. 

(Hi) At every x location determine the actual local con­
duction layer thickness Ax as follows: If Alx < 4/3 Alx, Ax = 
Alx; otherwise Av = A,v. 

(iv) Surround the body by a stationary fluid layer of local 
thickness Ax. Assign T„ to the outer surface of this layer and 
Tb to the inner (body) surface. Calculate the heat flow that the 
fluid would conduct through this layer. The heat flow Q so 
conducted is the desired heat transfer and the Nusselt number 
\sQX/(k(T„ -Ta)A). 

Even though steps (ii-iii) have reduced the natural con­
vection problem to the simpler conduction problem, the 
complete solution may still require considerable effort 
because of difficulties encountered at step (iv). A further 
simplification is therefore desirable. 

Approximate Conduction Evaluation (Step iv). Two 
simplified approaches to step (iv) are outlined here. The first 
approach notes that substantial simplification and probably 
small error result if one can replace the layer of nonuniform 
thickness Ax by an equivalent one of uniform thickness 5. 
Clearly the best choice for 5 is some average of Ax. By setting 
5 equal to the harmonic mean A,„ of AA. given by 

dA 
(4) 

one ensures that in the thin layer limit where Av « ^ ( i . e . at 
large Ra), the uniform thickness layer conducts heat at the 
same rate as the nonuniform layer. Once 5 has been so 
determined, one may be able to readily solve the simpler 
conduction problem or to find its solution in the conduction 
literature. 

The second approach to simplifying step (iv) starts by 
noting that if the body were a sphere with a locally uniform 
layer of thickness Av, the local heat flux qx will be given by 

Qx = k(Th-Tc • > G + £ ) (5) 

(5) may be extended to other three-dimensional bodies by 
everywhere replacing R by the body's local radius of cur­
vature Rx. Integrating the resulting equation over the body 
surface to obtain the total heat transfer and expressing the 
results in terms of the Nusselt number gives 

Nu = Nu c +X/A„ 

where 

Nut. = 
X dA 

~RT 

(6) 

(7) 

where R is the sphere radius. As an approximation, equation 

Since the latter integral is independent of Ra, it can be 
evaluated once and for all. We note, however, that when Ra 
— 0, A„, — oo and Nu — Nuc. Hence for equation (6) to be 
exact Nut. would have to represent the Nusselt number in the 
conduction limit (wherein the body is immersed in an ex­
tensive stationary medium), and values of Nuc obtained by 
solving the limiting conduction problem will therefore be 
more exact than those obtained by carrying out the in­
tegration indicated in equation (7). Values of Nuc. for many 
bodies exist in the conduction literature. If Nu£. is not 
available in the literature, it must be obtained by some 
numerical, analytical, or analog scheme. 

With step (iv) simplified by one of the above approaches, 
the R-H method was used to predict Nusselt numbers for the 
bodies tested. Implementing the algorithms to calculate NuJ 
and Nu£, step (/) presented no special problems; see 
Chamberlain [13] for details. The line integrals required for 
NuJ were usually evaluated numerically; although analytical 
integration was possible in each case, the numerical in­
tegration was more straightforward and more compatible 
with quick evaluation of A,„ in step (iv). Since step (/') found 
that both Alx and A,x are infinite on the lower horizontal face 
of the cube in orientation 1, step (///') predicted an infinite 
layer thickness Av on that face. Step (Hi) also indicated that 
turbulent heat transfer (A,v < 3/4 A/A.) existed over the top 
face of the cube in orientation 1 and over some part of the top 
surface of the bisphere for the whole experimental range in 
Ra, and that laminar heat transfer (Alx < 4/3 A,A.) existed 
everywhere on the cube in orientation 3, also for all Ra tested. 

We adopted the first approach to step (iv) for the cube, 
using the equation given by Schneider [17] to calculate the 
conduction.1 With X = L, the length of one side, this 
procedure gave the following equation, which was used for 
calculating the Nusselt number 

Schneider restricted his equation to 5 < $L (or, with S = Am, to Am < 5L), 
but in fact the equation appears to be restricted to 6 < 2L. In any event, Am 
was less than 2L in each instance of the present analysis. 
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Table 2 Parameters in correlation equation fit to results of R-H method 

Body 

Cube 
Cube 
Cube 
Bisphere 

Orien­
tation 

1 
2 
3 
— 

Q 

0.343 
0.444 
0.449 
0.378 

C*, 

0.092 
0.106(5) 
0.106(4) 
0.104 

m 

2.45 
5.25 

16. 
4.8 

Maximum 
error of 
fit, % 

5. 
3. 
0.5 
2. 

Average 
error of 
fit, % 

3. 
0.7 
0.1 
1. 

Nu = 1.08 + LIA.„ +0.2 A,„ IL (8) 
We adopted the second approach for the bisphere, calculating 
the Nusselt number from equation (6) with Nu<. = 1.386 [17] 
and X equal to the diameter of the spheres. 

The resulting predictions are compared with the ex­
perimental data in Fig. 3. Generally speaking, the agreement 
is excellent for both the bisphere and the cube. The average 
deviation of the theoretical from the measured Nusselt 
number is close to 3 percent and the maximum deviation is 7 
percent. Except for the high Ra range for the bisphere and the 
cube in orientation 3, the agreement is everywhere within the 
experimental error. 

The error bounds shown for Nu are, however, the 
maximum expected, and the consistency of the data for the 
sphere indicate that these bounds overestimate the actual 
errors. Thus it is highly unlikely that experimental error is the 
only reason for the observed deviation; the simplifications in 
step (iv) and approximations inherent in the R-H method 
itself must account for some of it. 

Correlation of the Data. The predictions of the R-H 
method can usually be well correlated by a single equation by 
a curve-fitting strategy which may be summarized as follows 
[16]. Let Nu, be the Nusselt number function of Ra produced 
by the R-H method on changing step (Hi) to read Av = A,v 

everywhere on the body, and let Nu, be the Nusselt number 
function of Ra produced by the method on changing step (Hi) 
to read Av = A,v everywhere on the body. Then a Chur-
chill-Usagi [19] mixing of these two solutions, given by 

Nu = (Nu}"+Nu;") l / '" (9) 

will, through appropriate choice of the constant m, give the 
desired correlation equation. One can show that the A„, which 
arises on determining Nu, can always be expressed in the form 

A„,=jr / (QRa l / 4 ) , (10) 

and that the A„, which arises on determining Nu, can always 
be expressed 

A ( ) I=A7(C,*Ra"3), (11) 

where Cf and Cf are constants, independent of Ra, which can 
be evaluated once and for all by a single integration over the 
surface of the body. Thus when equations such as (6) or (8) 
are used for calculating Nu,, the resulting Nu, equation will 
show terms in C*Ra l /4, and similarly the resulting Nu, 
equation will show terms in CfRa1 / 3 . Terms in the latter 
equation other than the term X/A„, are normally very small 
when Nu, is high enough to play a significant role in equation 
(9); consequently it is permissible to take the Nu, in equation 
(9) to be given only by that term, as follows 

Nu ,=X/A = C;Ra l / 3 (12) 

Applying this strategy to the cube and the bisphere has 
given the following results. For the cube we obtained 

Nu = ([[1.08 + Cf Ra1/4 + 0.2/(Cf Ra1/4)]'" + [Cf Ra l / 3 ] m j Um 

(13) 

where the appropriate values of Cf, Cf, and m are given in 
Table 2. Values of w, chosen to give the best fit to the 
predictions of the R-H method, are given in Table 2, as are 

the maximum and rms average deviations applying to each fit. 
For the bisphere we obtained 

Nu = [(1.38 + C*,Ra1/4)"' + (CfRa173)"']"'" (14) 

with the appropriate values of Cf, Cf, and m and the 
deviations being given again in Table 2. Equations (13) and 
(14), with the values of the parameters given in Table 2, fit the 
experimental data with an average deviation of 3 percent or 
less. 

Extension to Other Pr. The results for cubes and bispheres 
can be extended to other Prandtl numbers Pr, and to a wider 
range of Rayleigh number, using the R-H theory. The 
quantity Cf is proportional to (1 + 0.67 p r-^i6)-4/9> s o t n e 

values given in Table 2 can be corrected to Prandtl numbers 
other than those for air by multiplying them by the factor / 
given by 

/ = 1 . 3 [ l + 0 . 6 7 P r - 9 / 1 6 ]~ 4 / 9 (15) 

The correction to Cf is not so straightforward, since the 
correction factor depends on the relative distribution of the 
two types of turbulence on the body [7, 16], which in turn 
depends on the Rayleigh number. But provided Ra < 107, Cf 
plays only a modest role in equations (13, 14) for Nu, and 
provided 0.7 < Pr < 100, Cf is only weakly affected by changes 
in Pr. Hence little error will result from using the values of Cf 
given in Table 2 for fluids other than air. 

Extension to Low Ra. Referring now to extensions in the 
Rayleigh number, it is first noted that equation (14) for the 
bisphere should, according to the method, be accurate for the 
full range in Ra from zero to infinity. Equation (13) for the 
cube, however, will fail at very low Ra because the conduction 
formula given by Schneider becomes invalid. For Ra < 10, 
the formula for Nu, resulting from the second approach to 
step (iv) is preferable, since it has the correct limit at Ra — 0. 
Moreover, for Ra < 10, Nu, = 0, so Nu = Nu,. Thus for 
cubes with Ra < 10 the following equation for Nu is 
recommended: 

Nu=1.383 + C,*Ra1/4 (19) 

Discussion 
Which of the two approaches to step (iv) gives the most 

accurate results is a question for conjecture. Some guidelines, 
however, can be deduced from the arguments which went into 
their development. Since the second approach assumed a 
curvature similar to a sphere, it may be expected to work best 
on surfaces with smoothly varying curvature, such as 
spheroids. Thus Raithby et al. [10] found the second approach 
works well for prolate and oblate spheroids. Except at the 
point of contact between its two spheres, the bisphere has 
constant curvatures, so the second approach should also work 
well for the bisphere, a presumption confirmed by Fig. 3. For 
prismatic bodies with flat surfaces and sharp corners, on the 
other hand, the curvature varies discontinuously, from zero 
on the flats to infinity on the corners, and the second ap­
proach may therefore be deduced to be less accurate. When 
applied to a cube, for example (Nuc for a cube is equal to 
1.383 [20]), the second approach was found to be slightly 
inferior to the first approach, giving results when deviated 
from the data by up to 11 percent in the Nusselt number. 
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The first approach, which assumed a uniform layer 
thickness, should start to fail when the actual layer thickness 
becomes highly nonuniform. As has been noted, for the cube 
in orientation 1, the lower face has Av = oo and the upper 
face has a turbulent boundary layer whose thickness is very 
much greater at low Ra than the relatively uniform thickness 
of the laminar layers on the sides. This nonuniformity of the 
layers in orientation 1 probably explains the larger 
discrepancies between the analysis and measurement that were 
observed for this orientation (Table 2). 

Conclusions 

1 Varying the pressure and measuring the heat transfer by 
the transient method provides a reliable, easily program­
mable, wide-Rayleigh-number method for determining 
Nu-Ra relations for bodies immersed in gases. 

2 The Raithby-Hollands method has predicted the heat 
transfer from cubes and bispheres with an average accuracy of 
about 3 percent. 

3 The heat transfer from cubes and bispheres immersed in 
air for Ra ranging from 10 to 107 can be closely estimated by 
equations (13) and (14). With the modifications noted in the 
paper, their use can be extended to other fluids and other 
Rayleigh numbers. 
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An Analytical Mixing Model for 
Buoyant Jet Injected Into Pipe 
Flow 
An analytical model based on jet trajectory, jet diffusion layer, and flow 
establishment which predicts mixing of a cold jet injected at an angle into a hot 
crossflow in a horizontal pipe is presented. The impetus of the present study is to 
provide a method for calculating fluid temperature when a cold jet is injected into a 
pipe carrying a hot fluid, without recourse to a sophisticated multidimensional 
computer program. Such a method is urgently needed to resolve the so-called 
pressurized thermal shock issue in nuclear industry. The model prediction is 
compared with representative cases of existing test data, and is shown to predict the 
temperature distribution reasonably well. 

Introduction 

The problem of a buoyant jet injected into a confined 
crossflow has many important industrial applications, such as 
in nuclear reactor safety analysis, mixing of two fluids in 
chemical process units, jet impingement cooling of gas turbine 
blades, fuel injection in combustion chambers, discharge of 
the effluent pollutant into a stream, and cooling water 
discharge systems for thermal power plants, to name a few. 

As an example, it is common in chemical process units to 
mix two fluids at a junction such as a tee in a pipe with 
subsequent transport to other locations, a method often 
referred to as pipe-flow mixing or in-line mixing. 

To cite another example, one of the urgent needs in the 
analysis of the so-called pressurized thermal shock issue [1,2] 
in nuclear industry is a simple method for predicting the 
mixing of cold water introduced from the high-pressure safety 
injection line with hot loop flow circulating in the cold leg 
pipe and downcomer of a pressurized water reactor. The 
thermal-hydraulic conditions in the downcomer are strongly 
affected by mixing in the cold leg pipe [5] and therefore the 
fluid temperature distribution in the downcomer is largely 
determined by that of the cold leg, as evidenced by test data 
[3,4], 

When a cold fluid is injected from the top of a pipe carrying 
a hot fluid, the density difference and the downward 
momentum of the jet pull down the jet while the momentum 
of the hot flow forces the jet to bend in the horizontal 
direction. A large amount of the hot ambient water is en­
trained into the jet during this process. Once the jet impinges 
on the bottom of pipe, it forms a stably stratified layer and 
mixing is much abated with suppression of turbulence. 

Simple methods to predict mixing of a buoyant jet injected 
into a pipe flow have begun to draw attention, and only 
recently [24, 27, 29], Currently, sophisticated multidimen­
sional computer codes have been the main tool available for 
analyzing such mixing problems [6-9]. Mixing of nonbuoyant 
jet in a pipe was analyzed by several authors with the main 
aim to study optimum mixing [10, 11, 30-32], In contrast to 
buoyant jet mixing in a pipe, similar problems in an un­
bounded medium have been richly investigated ex­
perimentally, analytically, and numerically [12-21]. 

The purpose of this paper is to present a simple analytical 
model to predict thermal mixing of a round cold jet injected 
into a warmer flow in a pipe. The results predicted by the 
analytical model are compared with available experimental 
data. 

Modeling of Jets and Plumes 

We consider the situation depicted in Fig. 1. The jet is 
deflected by the pipe flow but eventually hits the bottom of 
the pipe because of gravity as well as downward momentum. 
The jet, after impinging on the bottom, divides into two 
streams, one going upstream and the other flowing down­
stream. The portion that travels upstream forms a coun-
tercurrent flow with the oncoming flow and eventually 
becomes entrained into the oncoming flow, part of which re­
enters the jet. The other portion of the jet that flows down­
stream forms a stably stratified layer without significant 
mixing. Previous studies [3, 4, 6, 7] show that approximately 
80-90 percent of mixing occurs in the region between the 
origin and the jet impingement point. Therefore, this "near" 
region deserves a more detailed analysis than the downstream 
"far" region where a much simpler mixing model may do 
adequately. The present model embodies three significant 
lineaments: the jet trajectory relations, the growth of jet 
diffusion layer, and the flow establishment length. 

The following major assumptions are made: The flow is 
assumed to be steady. The jet centerline trajectories in the 
near region are assumed to follow asymptotically those of a 
buoyant jet in an unbounded crossflow. The temperature 
profiles and flow development within the jet are assumed to 
be similar to those of a vertical round buoyant jet. Finally, the 
temperature profiles downstream of the jet impingement 
point are assumed to be invariant with the downstream 
distance. 

With the above assumptions, the jet trajectories can be 
determined by modifying the work of Wright [13, 14], 
whereas the growth of the jet diffusion layer, the normalized 
temperature distribution, and the flow establishment length 
within the jet can be determined by following the work of Lee 
and Jirka[12]. 

The present modeling approach was adopted because of 
lack of turbulence and entrainment data for the system and 
conditions modeled, and difficulty in solving three-
dimensional flow and energy equations numerically for such 
flow conditions. 

Po, T0, Q„, U„ 
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A (Jet impingement point) 

Fig. 1 A cold jet injected into a hot stream in a horizontal pipe 
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We first develop mixing regions from jet theory, then 
establish temperature distribution. 

(a) Jet Trajectory Model. Following the work of Wright 
[13, 14], the jet trajectories are determined in various flow 
regimes identified as momentum-dominated near field 
(mdnf), momentum-dominated far field (mdff), buoyancy-
dominated near field (bdnf), and buoyancy-dominated far 
field (bdff), depending on the jet initial momentum and 
buoyancy length scales. Wright [13, 14] derived his trajectory 
relations based on dimensional analysis using the jet mass 
flux, the jet momentum flux, the jet buoyancy flux, the 
crossflow velocity, and the vertical distance. He then in­
troduced momentum and buoyancy length scales and was able 
to express the jet trajectories in terms of these quantities. 

In the present study, the jet trajectories developed by 
Wright should be modified to account for the jet injection 
angle 8 and to make the trajectories smooth and continuous 
across various flow regime boundaries. 

Let us first introduce the buoyancy length scale: 

/„ =B0/Ul = — d2g(APo/Pa)UQ/Ul (1) 

where Ap0 = p0-p„. 
The momentum length scale in the vertical direction is 

defined by 

lm=M0
i/2U„=(K^-d2U0hin e) W2 /Um (2) 

There are essentially two trajectory sequences [14]: 
mdnf—mdff—bdff when l,„>lb, and mdnf—bdnf—bdff 
when /,„ <lb. These two cases are developed in the following. 

Case 1: /,„ > lb 

In this case, the trajectory sequence is mdnf—-mdff—bdff. 
(/) For z<l,„, the jet is in the momentum-dominated near 

field (mdnf), and the jet asymptotic trajectory [13] is z~1.8 
lm(x/lm)W2. Therefore, let us assume 

«=1.8 / m [ (x+*, ) / / m ]" 2 + &1 (3) 

The constants xl and bx are determined by the conditions that 
z = 0 and dz/dx = tan 8 at x = 0. These constants are given in 
the Appendix. 

For 6-IT/2, the above expression reduces to Wright's 
original expressi on. At the regime boundary, i. e., at z = /,„, 

x=xm = (lm-bl)
2/(3.24lm)-xl (4) 

(if) For /,„ <z<z,, the jet is in the momentum-dominated 
far field (mdff). Here, z = z, corresponds to a location where 
x=x, = 3.3 lm(l„,/lb)U2 on the jet centerline. The point (x,,z,) 
is the transition point from mdff to bdff. In the mdff, the 
asymptotic trajectory as described by Wright [13] is 2 — 1.6 
lm(x/lm)in. We assume a trajectory of the form 

z=\.6l,„[(x+x2)/lm]wi+b2 (5) 

where x2 and b2 are constants. These constants are deter­
mined by requiring that the two trajectories given by 
equations (3) and (5) join smoothly at x=x„, (i.e., at z = l,„). 
That is, z and dz/dx should be continuous at (x,„,lm). x2 and 
b2 thus determined are listed in the Appendix. 

At the transition point x=x,, one obtains 

z = z, = \.6lm
2/Hx,+x2y

/3+b2 (6) 

(Hi) For z > z , , the jet is in the buoyancy-dominated far field 
(bdff). The asymptotic jet centerline trajectory in this region 
[13] is given by z~0.85 (l,„/lb)

U6 lb (x/lb)
2n. So, we assume 

z = 0.85(lm/lby
/6lb[(x+x3)/lb]

2/i +b3 (7) 

The constants x3 and b3 are determined by requiring that z 
and dz/dx match at x=x, (i.e., z=z,) between the two 
trajectories given by equations (5) and (7). These are given in 
the Appendix. 

Case 2: /,„ <lb 

In this case, the jet trajectory follows the sequence 
mdnf-bdnf-bdf f . 

(/) For z<lm, the jet is in the momentum-dominated near 
field and the jet centerline trajectory is given by equation (3). 

(if) For / , „ < z < / 4 , the jet is in the buoyancy-dominated 
near field (bdnf). In this region, the jet centerline has the 

N o m e n c l a t u r e 

b = thickness of jet diffusion layer 
b' = width of potential core of jet 
B0 = buoyancy flux of jet at the 

origin 
d = jet injector diameter 

D = pipe diameter 
F0 = Froude number of jet = 

U„/(Ap0/pagd)>/2 

g = gravitational acceleration 
lb = buoyancy length scale 
/,„ = momentum length scale 

Me = momentum flux of jet at flow 
establishment, i.e., at S=Se 

M0 = momentum flux of jet at the 
origin 

Qe = flow rate entrained in the jet in 
the near region (see Fig. 3) 

Q\ = flow rate going downstream 
after jet hits the bottom of 
pipe (see Fig. 3) 

Qu = flow rate of the ambient fluid 
(see Fig. 3) 

Qm = flow rate going upstream after 
jet hits the bottom of pipe (see 
Fig. 3) 

Qo = jet flow rate at the origin 

rate at upstream 

from jet 

Q„ = pipe flow 
infinity 

r = radial distance 
centerline 

^ = distance along jet centerline 
se = flow establishment length 

along jet centerline 
temperature 
temperature of.ambient fluid 
temperature at jet centerline 
axis 
average temperature of jet 
after the jet impinges on the 
bottom of pipe 
temperature of jet at the origin 
temperature of pipe flow at 
upstream infinity 
pipe flow velocity at upstream 
infinity 
coordinate in horizontal 
direction 
value of x 
z = lb 

value of x 

T = 
T„ = 
Tc = 

T, = 

To = 
T„ = 

U„ = 

xb = corresponding to 

corresponding to 
z = l„ 

x, = value of x at which momen­
tum-dominated far field 
t r ans i t s to buoyancy-
dominated far field for the 
case /,„ > lb 

z = coo rd ina t e in ver t ical 
downward direction 

z, = value of z at which momen­
tum-dominated far field 
t r ans i t s to buoyancy-
dominated far field for the 
case l,„>lb, i.e., value of z 
corresponding to x=x, 

a = jet impingement angle 
e = rate of spread of jet diffusion 

layer 
?) = parameter characterizing jet 

flow split after jet impinges on 
the bottom of pipe 

8 = jet injector angle 
X = parameter related to turbulent 

Schmidt number 
pa = density of ambient fluid 
p0 = density of jet at the origin 

p„ = density of loop flow at up­
stream infinity 
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b '= d/2(1-z/z8; 
potential core 
radius 

(a) Jet Discharging Into a 
Quiescent Fluid 

b' = d/2(1-s/se] 
potential core 
radius 

(b) Jet Discharging Into a 
Horizontal Crossflow 

Fig. 2 Development of a cold jet discharging into a hot ambient fluid 

asymptotic trajectory [13] given by z~ 1.85 lb (x/lb)
3M. Let us 

assume z=i.85lb[(x+x4)/lbV
M+b4 (8) 

The constants xA and b4 are determined by matching z and 
dz/dx at x=xm (i.e., z = lm) between the two trajectories given 
by equations (3) and (8). They are given in the Appendix. 

At the regime boundary, i.e., atz = lb, we obtain 

x=x 6 = (1.85)-4 /3 /6-1 /3(/6-Z>4)4 /3-*4 (9) 

(Hi) For 2 > /6, the jet is in the buoyancy-dominated far field 
(bdff). The jet centerline trajectory has a form similar to 
equation (7) with different constants. That is, 

z = 0.85(lm/lb)
W6lb[(x+x5)/lb]

2/i + b5 (10) 

The conditions that z and dz/dx match at x=xb (i.e., at 
z = lb) between the two trajectory relations given by equations 
(8) and (10) determine the constants xs and b$, and are given 
in the Appendix. 

(b) Temperature Profile and Development of Jet. A 
good assumption for normalized temperature profile within a 
turbulent buoyant jet is a Gaussian profile [12, 17, 22]. In the 
present model, we adopt the normalized temperature profiles 
(equivalent to normalized density profiles) assumed by Lee 
and Jirka [12] in their analysis of a round turbulent buoyant 
jet discharging vertically into an otherwise quiescent body of 
fluid. In their model, the jet spreading angle is assumed to be 
constant so that the jet diffusion layer spreads linearly with 
increasing distance along the centerline. Figure 2(a) illustrates 
the schematic structure of a vertical round jet. This consists of 
a region where flow and temperature are still developing 
(z<ze), in which the turbulent shear layer has not penetrated 
to the jet axis, and a region of fully developed flow (z>ze), in 
which the normalized temperature profiles are similar at all 
levels. Let us adopt the same approach to the present problem 
and assume that the jet is merely deflected by the crossflow 
with its profiles and characteristics maintained. This situation 
is illustrated in Fig. 2(b). 

With these assumptions, the normalized temperature 
profile in the region of developing flow (for s<se) is 

AT/AT0=(Ta-T)/(Ta-T0)=\ for /•<&' (11) 

AT/AT0=(Ta-T)/(Ta~T0) = e~ir"b')2/'K2b2 forr>b' (12) 

where b' is the potential core radius given by b' = d/2 (1 -
s/se), b = es is the thickness of the jet diffusion layer, Ta is the 
ambient temperature, and A is a parameter related to the 
turbulent Schmidt number Sc by Sc=l /X 2 . According to 
Forstal and Gaylord [23], experimental values of Sc lie in the 
range 0.75<Sc<0.85 so that 1.08<X< 1.16. Lee and Jirka 
[12] recommend X= 1.14, which will be used in the present 
analysis. In the region of established flow, s>se, the nor­
malized temperature profile is assumed to be 

AT/AT0 = (Ta-T)/(Ta-T0) 

= (Ta-Tc)/(Ta-TQ)e~2'^b2 (13) 

where Tc denotes jet centerline temperature. In general, it is 
expected that AT/AT0 will depend onx/d, z/d, d/D, Qm/QQ, 
lm/lb, and 6. These temperature profiles are expected to be 

valid over a wide range of conditions. However, the velocity 
profile of a buoyant jet in a confined flow is not expected to 
resemble those in an unbounded medium. For instance, the 
velocity profile may be reasonably approximated by a 
Gaussian profile up to a certian distance from the origin, but 
as the jet approaches the bottom of pipe, the centerline 
velocity will start to decrease until it vanishes at the im­
pingement point. Thus, the velocity profile will no longer 
retain a Gaussian form as the jet approaches the bottom of 
pipe. Nevertheless, the temperature profile is expected to 
maintain a Gaussian form even in the region close to the 
bottom of pipe. Indeed, experimental data obtained in a 
turbulent buoyant jet discharged vertically into a water of 
finite depth substantiate the Gaussian temperature profile as a 
good approximation all the way up to a short distance (— one 
jet diameter) from the free surface [17]. 

As the ambient fluid is entrained into the jet, the jet will 
spread and diffuse. The jet spreading rate e is assumed to be 
constant. For unbounded jet in a quiescent ambient fluid, the 
value of e recommended by Lee and Jirka [12] is 0.109. 
However, it is obvious from the dye experiments [3] that this 
value will severely underpredict the spread of the diffusion 
layer for jets injected into a pipe flow. From the color 
photographs of these dye tests, the value of e appears to be 
0 .2 -0 .3 . This increased spreading rate is probably due to the 
presence of the crossflow as well as the wall effect, both of 
which tend to enhance mixing. A nominal value of e = 0.25 
has been used in the present analysis. 

(c) Determination of Flow Establishment Length se and 
Jet Centerline Temperature Tc. The flow establishment 
length along the jet axis is determined the same way as in the 
case of a vertical round buoyant jet [12]. The length se is 
calculated from 

(14) 

4 [se/d VTrAe 7v, X V ,1 

_ (1 + X2)2 1 

8X4e2 (se/d)2 

where F0 = Ua,/(Ap0/pagd)W2 is the Froude number of the 
buoyant jet and Ap0 = pa-pa. The normalized temperature on 
the jet axis in the region of established flow (s>se) can be 
determined from 

ATc/AT0=(Ta-Tc)/(Ta-T0) 

1 + X2 . . , f / Af„ \ 3/2 

M, 

*"»-'Ks>5i) + 

~(se/d)2]} 

L i: 
4 \s„ld V̂ rXe 
~2 

3(1 +X2) 
8e2 iV 

X2e2 

[(s/d)2 

Mn
 = 1 + /yLi r + 1 T f ( ^ 2 + I i ^ / d ) 3 

(15) 

(16) 

The above expression for the jet centerline temperature is 
used in conjunction with equation (13). 

(d) Calculation of the Ambient Temperature Ta. The 
ambient temperature Ta surrounding the buoyant jet is not 
the same as the pipe flow temperature far upstream. This is 
due to the fact that the jet divides into upstream and down­
stream after impacting the bottom of the pipe, with the layer 
traveling upstream eventually entrained into the oncoming 
pipe flow, and thus lowering the ambient temperature (Fig. 
3). It should be noted here that there is no restriction on the 
flow direction of Qu and countercurrent flow between Q, and 
Qu is allowable. 

Assuming density and specific heat are constant, one can 
write the one-dimensional conservation equations for mass 
and energy for the control volume bounded by A A' and BB' 
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Table 1 Test Conditions Used in the Present Study 
Crearc Tes t Number (Ref. 3) 

Far region-

Fig. 3 Specification of control volumes for determining the ambient 
temperature Ta 

\— Near region-* 
o\ x 

I ^ " " - - - ^ ^ ^ 

"" 

« 

G(xG, zG) 

- Far regi 

<5 = E(X-XG) + Z G 

S 

Fig. 4 Near region and far region description when the jet touches the 
top of pipe 

Q I + Q I I = QO + Q - (17) 

QiTl+QnTa = Q0T0 + Q„.Ta. (18) 

Likewise, let us write the conservation equations for the 
control volume enclosing the jet boundaries DC'CB'B"E to 
obtain 

Qi+Qm=Qo + Qe (19) 
(Qi+Qm)Ti=Q0T0 + QeTa (20) 

The ambient temperature around the jet is assumed to be 
uniform. This assumption is reasonable because the jet does 
not block the pipe and the pipe flow can go around the jet 
[24]. 

The flow split Qx and Qui f ° r the upstream traveling layer 
and the downstream flowing layer is approximated by a two-
dimensional idealized jet flow. Then, one obtains [25] 

Q„, = (1 - cos a)/( l + cos a ) & = rjQj (21) 

where a is the jet impingement angle which can be determined 
from the jet trajectory relations. This simple jet split model 
turns out to be a satisfactory one as has been shown in a 
transient cooldown analysis for stagnant loop flow [27]. 

Finally, the relation between T{ and Ta can be obtained by 
calculating the average value of T across the jet at the jet 
impingement point using either equation (13) or equations 
(11) and (12) depending on whether or not the jet has been 
fully developed. This yields a linear relation 

T1=alTa+a2 (22) 

where ax and a2 are constants obtained from the integrations. 
Equations (17-22) completely determine Qlt Qu, Qm, Qe, 

T,, and Ta. In particular, the ambient temperature is found 

(l+v)Q~Ta,+t,Q0T0 
T = • 
-*• n 

(23) 

(e) Temperatures at Far Downstream. The temperature 
distribution in the near region can be determined completely 
from the foregoing equations. After the jet hits the bottom of 
pipe, the temperature profile in the plane normal to the jet 
centerline at the jet impingement point will be assumed to 
hold for the vertical distribution of temperature in the far 
region downstream of the impingement point. This assump­
tion is justified by experimental evidence that the cold layer 
flowing on the bottom forms a stably stratified layer which 
does not promote further mixing. It is known from linear 

d/D 

$ Qo»/6o 
1,,,1'b 

0.356 
60° 
9.35 
0.627 

0.356 
60° 
46.73 
17.06 

0.356 
60° 
1.87 
0.029 

0.356 
60° 
4.67 
0.163 

0.0486 
90° 
8.06 
0.332 

stability analysis [26] that the minimum critical Reynolds 
number on the neutral stability curve increases with density 
difference, and above a certain Richardson number (which is 
the inverse square of the Froude number F0) the flow becomes 
stable for all Reynolds numbers. Turbulence is thus sup­
pressed and mixing is abated. Suppression of turbulent mixing 
in a stably stratified flow is further evidenced by test results 
[3, 4]. Those tests showed most of mixing took place in the 
near region, while little mixing occurred farther downstream 
in the pipe where the flow became stably stratified. 

Specifically, Tests Nos. 46 and 55 of [3] provide a good 
example. Those two tests are almost identical except for the 
location of the jet injector, which for Test No. 55 is located 
much farther upstream (by 0.63 m) than that for Test No. 46. 
Yet, the temperature distributions for the two cases near the 
downstream end of pipe are very similar, thus confirming that 
little mixing takes place in the pipe downstream of jet im­
pingement points. Therefore, the present analysis assumes the 
temperature distribution downstream of the jet impingement 
point to be the same as that at the impingement point. 

If the momentum of the loop flow is substantially larger 
than that of the jet and the buoyancy flux is small, the jet may 
be deflected severely and the jet upper boundary may hit the 
top of pipe before the jet impinges on the bottom of pipe. In 
such a situation, the section downstream of the location where 
the jet touched the ceiling will be treated as a far region. This 
situation is illustrated in Fig. 4. In this case, the jet is so 
unstably stratified that mixing is tremendously enhanced, and 
the temperature of the fluid farther downstream is expected to 
be close to the mixed mean temperature. Indeed, this was the 
case in Test No. 48 of [3], as will be discussed later. When the 
jet boundary touches the top of pipe, the jet upper boundary 
will be assumed always to coincide with the top of pipe, and 
the jet diffusion layer will be assumed to increase linearly as 
before (see Fig. 4). After the jet centerline finally touches the 
bottom of pipe, the temperature profile from then on is 
assumed to be invariant. 

Results and Discussion 

The present model was used to obtain temperature 
distribution for a number of representative cases of mixing 
tests [3] and the results are compared with the data. 

The scale of the test facility is approximately 1/5 that of a 
typical pressurized water reactor (PWR) and consists of a 
horizontal pipe of 0.1427 m (5.62 in.) diameter and a vertical 
downcomer. There are two types of injector: one having 
0.0508 m (2 in.) diameter with 60 deg angle of injection and 
the other having 0.006934 m (0.273 in.) diameter with 90 deg 
injection angle. The downstream end of the horizontal pipe is 
attached to a planar downcomer section simulating a 90 deg 
sector of a PWR downcomer. Table 1 summarizes geometric 
and hydrodynamic conditions of the Creare tests selected for 
the present study. 

During the test, a hot flow was circulated through the loop 
while the cold coolant jet was injected into the hot loop flow 
from the top of pipe. The tests typically lasted approximately 
200 s, at which time steady states were nearly achieved. 
Comparison between the model prediction and the test data is 
presented in Figs. 5-9 for five representative cases. These 
comparisons were made at a location approximately 0.15 m 

' (~6 in.) upstream from the downcomer and at another 
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, d = 0,0508 m 

V - " pa = 999.38 kg/m3 

A T0 = 15.6'C 

\ Q0 = 0.1365 l/s 

Table 2 ( r p r e d i c t e d • 
thermocouples 

TC Location 

^measurodWa - To)at downstream 

Test Number (8ef. 3) 
00 A ° \ 

I 
P „ = 978.92 kg/rr 
T „ = 68,3°C 
Q „ = 1.276 l/s 

x 
0.0104m 6 8 ! (66.7) 

0.0409 m 67.3 

3 > 0.0714 m 64,6 

0.1019 m • 60.8 

0,1323 m 59.2 (64,4) 

t 
D = 0.1427 m 

I 59,3 " \ 

x — 0 2032 m ^ e ' i m P' n 9 e m e n ' . x — 0.2167 m 

68.1 

0 0104 m , 68.1 (65.6) 

0 0409 m . 67.2 (65.0) 

0 0714 m 65.3(63.9) 

0.1019 m 62,4 (62.8) 

0.1323 m 60.2(61.1) 

60.1 

F r o j n T o p ( m ) 

0.0.104 
0.0?>09 
0.0714 
0.1019 
0.1323 

42 

4.75% 
4.18% 
2.66% 
0.76% 

- 1 . 7 1 % 

48 

-0.82% 
-1.52% 
-3.07% 
- 4 . 9 1 % 
- 4 . 9 1 % 

51 

-7.03% 
- 0 . 9 1 % 

2.72% 
11.56% 

7.03% 

55 

5.22% 
9.04% 

10.24% 
5.22% 

- 1 . 6 1 % 

1.27% 
4.66% 
6.78% 
3.39% 

-3.18% 

Fig. 5 Comparison of present model prediction with Creare mixing 
' Test No. 42 [3], mixed mean temperature = 63.2°C 

P o = 998.94 kg/m: 

T0 = 17.2'C 
I QQ = 0.1365 l/s 

60" , \ o \ x 

1 • 
yi« = 980.12 kg/m3 — 

T - =66 .1°C 

Q „ = 6 . 3 8 l/s 

0.0104 m 

0.0409 m 

-> 0.0714 m 

0.1019 m 

0,1323 m 

60.3 

58.2 (60.6) 

53.8 

56.8 

62.7 

65.5 (66.7) 

65.2 

0,0104 m • 65.2(65.6) 

0,0409 m 64.8 (65.6) 

0.0714 m . 64.6(66,1) 

0.1019 m 

0.1323 m 

64.3 (66,7) 

64.3 (66.7) 

Fig. 6 Comparison of present model prediction with Creare mixing 
Test No. 48 [3]; mixed mean temperature = 65°C; jet touched the top of 
pipe at x = 0.01 m; dimensions and thermocouple locations same as in 
Fig. 5 
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Fig. 7 Comparison of present model prediction with Creare mixing 
Test No. 51 [3]; mixed mean temperature = 47.8°C; dimensions and 
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Fig. 8 Comparison of present model prediction with Creare mixing 
Test No. 55 [3]; mixed mean temperature = 57.2°C; the injector is 
located much farther upstream than the previous three cases; other 
dimensions are the same as in Fig. 5 
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Fig. 9 Comparison of present model prediction with Creare mixing 
Test No. 63 [3]; mixed mean temperature = 61.1 °C; small 90 deg in­
jector 

location farther upstream from it. In the test facility, the 
horizontal cold leg pipe has a 30 deg bend before it joins the 
downcomer. In the present model, this bend is not taken into 
account. However, the effect of this bend on mixing was 
found to be minute [28]. 

Figure 5 shows a comparison between data and the present 
model prediction for Test No. 42 of [3]. The trend of the 
temperature distribution in the far region is correctly cap­
tured, although the model predicts less mixing than the test 
data. The predicted temperature in the near region also shows 
a higher thermal stratification (hereinafter expressed in terms 
of the maximum temperature difference in the vertical 
direction) than the test data. However, the overall agreement 

is satisfactory. The trajectory calculation indicated that the jet 
would undergo mdnf—bdnf—bdff before it hits the bottom 
of pipe. 

Figure 6 shows a comparison for Test No. 48 of [3]. In this 
test, the pipe flow rate was so much higher than the jet in­
jection flow rate (a ratio of 46.6) that the jet was deflected 
very strongly and the jet upper boundary almost immediately 
touched the top of the pipe. Calculation based on the present 
model also correctly predicted this phenomenon. Since the jet 
was severely deflected, it experienced an unstable, reverse 
stratification which eventually enhanced mixing. The tem­
perature at the downstream end of the pipe thus became 
almost uniform. Both the test and the prediction show an 
almost uniform, well-mixed temperature in the far region. 
The reverse thermal stratification (i.e., cold fluid above hot 
fluid) is shown in the temperature distribution immediately 
downstream of the jet injector. The trajectory calculation 
showed that the jet would undergo the momentum-dominated 
near field before the jet upper boundary touches the top of 
pipe. Uncertainty of ±0.6°C (±1°F) in the temperature 
measurement is displayed at the downstream location where 
the test data show a higher temperature (66.7°C) than the pipe 
flow temperature (66.1 °C). 

Figure 7 presents a comparison for Test No. 51 of [3]. This 
is a case of a relatively low pipe flow to jet injection flow ratio 
(ratio of 1.9). In direct contrast to the previous case, the cold 
jet was brought down to the bottom quickly and a stably 
stratified fluid layer was formed on the bottom which resulted 
in little mixing as it traveled downstream. The thermal 
stratification expressed in terms of the maximum temperature 
difference is quite severe. All these features were correctly 
captured by the present model, although the model predicted 
less stratification than the test data for this case. The 
trajectory calculation indicated that the jet would undergo 
mdnf all the way to the bottom of the pipe. 

In Fig. 8, the results of the model prediction and the data 
for Test No. 55 of [3] are compared. The injector for this test 
was located much farther upstream than in the three cases 
discussed above, in order to demonstrate that modeling of far 
region mixing is not of primary importance. The comparison 
shows that the predicted temperature distribution at the jet 
impingement location, which was translated to the down­
stream end without further mixing, still agrees reasonably 
well with the test data obtained at the downstream end of the 
pipe. This implies that little mixing has occurred in the pipe 
section downstream of the jet impingement point because the 
jet formed a stably stratified layer of fluid after it impinged 
on the pipe bottom. The trajectory calculation showed that 
the jet would undergo mdnf and bdnf before impinging on the 
bottom of pipe. 

Figure 9 compares the results for Test No. 63 of [3]. In this 
test, the injector had 90 deg angle and the size of the injector 
was very small. The jet Froude number is very high (F0 =28.5 
versus approximately 0.7 for other cases investigated in the 
present study) and it is expected that the jet trajectory should 
be more vertical. The jet trajectory and the impingement point 
calculated by the present model predicted this behavior 
correctly, in agreement with the color photograph of the test 
reported in [3]. The predicted temperature distribution shows 
good agreement with the test data. The trajectory calculation 
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indicated that the jet would be in momentum-dominated near 
field all the way down to the bottom of pipe. 

Table 2 presents (predicted T- measured T)/(T„ — T0) at 
downstream thermocouple locations as a measure of accuracy 
of the present model. An overall RMS error of 5.24 percent 
was calculated. 

Summary and Conclusions 

A simple analytical mixing model based on jet trajectory, 
diffusion, and flow establishment was proposed in this paper. 
The model predicts mixing of a cold coolant jet injected into 
the top of a pipe carrying a hot flow, a situation similar to 
that in a pressurized water reactor during an overcooling 
transient which is a precursor to a hypothetical thermal shock 
event. The model applies to steady-state flow. The model is 
easy and straightforward to use and is general enough to cover 
a wide range of conditions: arbitrary angle of injection, pipe 
and injector sizes, range of loop flow to injection flow ratio, 
and arbitrary temperature difference between the loop flow 
and the cold jet. 

The predictions by the present model show reasonable 
agreement with the representative test data selected for 
comparison. Many salient features are correctly captured by 
the model, such as temperature distribution, mixing 
enhancement with reverse stratification, and mixing 
abatement with stable stratification. 

Several points of discussion are in order. First, the 
parameter e characterizing the jet diffusion layer growth was 
assumed to be a constant (0.25) for all cases. It is expected 
that e will depend on other parameters. Secondly, the flow 
split at the jet impingement on the bottom of pipe is based on 
a simple two-dimensional idealized jet model, and therefore a 
degree of uncertainty is expected. Finally, the pipe wall effect 
on the mixing is not known, especially the effect on the jet 
trajectory. However, these effects are of second order and 
need not be considered in many practical engineering 
problems involving buoyant jet mixing. 
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A P P E N D I X 

The constants appearing in the jet trajectory equations 
(3-10) are given here. 

x, = 0.81 /,,,/tan2 6 

bx = -1 .62 /,,,/tan 6 
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Measurements and Predictions of 
Laminar Mixed Convection Flow 
Adjacent to a Vertical Surface 
Measurements and predictions of laminar mixed forced and free convection airflow 
adjacent to an isothermally heated vertical flat surface are reported. Local Nusselt 
numbers and the velocity and temperature distributions are presented for both the 
buoyancy assisting and opposing flow cases over the entire mixed convection 
regime, from the pure forced convection limit {buoyancy parameter 
^ = Grx/Relt

2 =0) to the pure free convection limit (£ = °°). The measurements are 
in very good agreement with predictions and deviate from the pure forced and free 
convection regimes for buoyancy assisting flow in the region of 0.01 < £ < 10 and for 
opposing flow in the region of0.01<£< 0.2. The local Nusselt number increases for 
buoyancy assisting flow and decreases for opposing flow with increasing value of 
the buoyancy parameter. The mixed convection Nusselt numbers are larger than the 
corresponding pure forced and pure free convection limits for buoyancy assisting 
flow and are smaller than these limits for opposing flow. For buoyancy assisting 
flow, the velocity overshoot and wall shear stress increase, whereas the temperature 
decreases but the temperature gradient at the wall increases as the buoyancy 
parameter increases. The reverse trend is observed for the opposing flow. Flow 
reversal near the wall was detected for the buoyancy opposing flow case at a 
buoyancy parameter of about £ = 0.20. 

Introduction 

Thermal buoyancy forces play a significant role in forced 
convection heat transfer when the flow velocity is relatively 
small and the temperature difference between the surface and 
the free stream is relatively large. The buoyancy force 
modifies the flow and the temperature fields and hence the 
heat transfer rate from the surface.The thermal buoyancy 
force may be either assisting or opposing the forced flow, 
depending on the forced flow direction and the surface 
temperature relative to the free-stream temperature. Mixed 
convection occurs in many heat transfer devices, such as the 
cooling system of a nuclear power plant, large heat ex­
changers, and cooling of electronic equipment. Figure 1 
shows a schematic of the two flow cases in which Tw > Tm 

that are considered in this study. 
Numerical predictions of mixed convection in laminar 

boundary layer flow have been reported for vertical, 
horizontal, and inclined flat plates [1-20]. In these studies, 
various solution methods, such as a perturbation series, local 
similarity method, local nonsimilarity method, and finite 
difference techniques, have been used. On the other hand, few 
measurements have been reported for this flow geometry 
[7-10]. Kliegel [7] was the first to report on the measurements 
of mixed convection flow along an isothermal vertical sur­
face. He employed an interferometric method to measure the 
local heat transfer, but temperature and velocity distributions 
were not measured. Gryzagoridis [9] extended the in­
vestigation of Kliegel for buoyancy assisting air flow to higher 
values of the buoyancy parameter, 0<£<400 , and presented 
measured local velocity and temperature distributions. He 
employed hot-wire anemometry to measure the velocity and 
temperature distributions, but his measured velocities 
deviated significantly from the numerical predictions [4, 5] at 
large values of the buoyancy parameter. For example, at a 
buoyancy parameter of £ = 2.0, the measured velocity 
deviated by more than 70 percent from the numerical 
prediction. The significant deviations between measured and 

predicted velocities at large buoyancy parameters have not 
been resolved so far. 

Measurements of buoyancy opposing mixed convection air 
flow adjacent to a vertical isothermal surface were reported 
by Kliegel [7] and more recently by Hishida et al. [10]. Heat 
transfer data reported by Kliegel deviated significantly from 
numerical predictions [20] even at small values of the 
buoyancy parameter. For a buoyancy parameter of £ = 0.011 
the measured heat transfer rate deviated by about 35 percent 
from the numerical prediction. In the latter investigation, 

gravity • Uoo.Too 

v-Tw Tw-

t>x 

tf l 
Uoo,Too 

a. Assisting 

Flow 

b. Opposing 

Flow 
Contributed by the Heat Transfer Division for publication in the JOURNAL OF 

HEAT TRANSFER. Manuscript received by the Heat Transfer Division March 28, 
1984. Paper No. 84-HT-63. 

Tw> Tco 
Fig. 1 Schematic of flow geometry 

636 /Vo l . 107, AUGUST 1985 Transactions of the ASME 
Copyright © 1985 by ASME

  Downloaded 18 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



laser-doppler velocimetry was used to measure the velocity 
distributions, but the temperature distributions in the 
boundary layer were not measured. The local heat transfer 
was deduced from measured electric energy input to the 
surface by correcting for the radiation and conduction losses. 
Measured results agree favorably with numerical predictions 
at very small values of the buoyancy parameter, but deviate 
significantly for larger values of the buoyancy parameter. 
This deviation could be due to the fact that the heated plate 
was quite small (16 x 10 cm) and the air tunnel had a sudden 
expansion, thus possibly causing the main flow to become 
turbulent. 

The above survey on measurements of laminar mixed 
convection boundary layer flow adjacent to an isothermal 
vertical surface clearly demonstrates that simultaneous 
measurements of velocity and temperature distributions are 
still needed for both the assisting and the opposing flow cases. 
This need has motivated the present study. 

Experimental Apparatus and Procedure 

The experimental investigation was performed in a low-
turbulence, open circuit wind tunnel which could be rotated 
and fixed at any desired inclination angle. The tunnel has a 
smooth converging nozzle with a contraction ratio of 9:1, a 
straight test section and a smooth diverging diffuser. Plastic 
honeycomb material (10.00 cm thick) and several wire screens 
were used in the front section of the tunnel and along the 
nozzle length and diffuser to straighten the flow and to reduce 
the turbulence level in the test section. The free-stream tur­
bulence intensity was measured to be less than 1 percent. The 
tunnel was constructed from 0.64-cm-thick plexiglass material 
with adequate frames and supports to provide a rigid 
structure. Variable speed fans were used at the diffuser end to 
provide air velocities of 0.3 to 3 m/s through the test section. 
A schematic of the tunnel is shown in Fig. 2. The test section 
of the tunnel was instrumented with a hot-wire anemometer 
system for velocity and temperature measurements. Small 
channels were machined in the upper side of the test section 
(instrumented side) to permit passage and movement of the 
hot-wire probe and its support to any desired location within 
the test section via a traverse mechanism. During 
measurements at a selected location, these channels were 
sealed to provide a smooth upper surface in the test section. 
The normal motion of the probe (relative to the plane of the 
heated surface) was controlled by a stepper motor and by a 
sweep drive unit capable of moving the probe to within 0.02 
mm of a desired location. The movement of the probe along 
the other two directions (along the plate length and across its 
width) was manually controlled by a lead screw to an accuracy 
level of 1 mm. This traversing capability was utilized to scan 
through the boundary layer and throughout the flow domain 
over the heated surface. 

The heated plate consists of four layers which are held 
together by screws and instrumented to provide an isothermal 

(D 

0 

($) 

KEY 
1. Straightener 
2. Nozzle 
3-Test Section 
4. Diffuser 
5- Fan Assembly 

Fig. 2 Schematic of the vertical air tunnel 

heated test surface. The upper layer (test surface) is an 
aluminum plate (30 x 104 cm and 1.58 cm thick) instrumented 
with 13 copper-constantan thermocouples. Each ther­
mocouple is inserted into a small hole on the back of the plate 
and its measuring junction is about 0.3 cm below the testing 
surface. The middle two layers consist of six heater pads 
which are backed by a 0.64-cm-thick insulation tiles. The 
power input to each of the six heating pads is controlled by 
individual rheostats to maintain a uniform temperature over 
the entire length of the heated test surface. An aluminum 
plate, 0.64 cm thick, serves as the bottom layer and as a 
backing and support to keep the four-layer structure together. 
The plate assembly is placed in the test section of the wind 
tunnel and is fastened by screws to the side walls through the 
backing plate. The rotating tunnel could be placed vertically 
in either the buoyancy assisting or buoyancy opposing flow 
condition. Flow visualization, by smoke, indicated the 
presence of a laminar boundary layer flow adjacent to the 
vertical plate. The two dimensionality of the flow/thermal 
field was also verified by measurements. The heated plate 
could be maintained at a uniform and constant temperature to 
within 0.1 °C by controlling the voltage across the individual 
heaters. It took approximately 4 hr to reach a steady-state 
operating condition, and measurements were performed at 
the center of the test section width. 

N o m e n c l a t u r e 

Cf = 
F = 

Gr.v = 

k = 
Nuv = 

Pr = 
Rev = 

T = 

local friction factor 
reduced stream function, 
equation (6) 
gravitational acceleration 
g(3(r„,-:rco)*

3/»2, 
local Grashof number 
thermal conductivity 
qwx/(Tw - T„)k, local Nusselt 
number 
Prandtl number 
u^x/v, Reynolds number 
fluid temperature 

Tw = wall temperature 
T„ = free-stream temperature 

u = axial velocity component 
«„ = free-stream velocity 

x = axial coordinate 
y = transverse coordinate 
a = thermal diffusivity 
/3 = coefficient of thermal ex-

r\ = pseudo-similarity variable, 
equation (5) 

6 = (T-T„)/(Tn,-T„), dimen-

sionless temperature, equation 
(6) 

fi = dynamic viscosity 
v = kinematic viscosity 
£ = Gr v /Re v

2 , buoyancy 
parameter 

T„, = wall shear stress 
^ = stream function, equation (6) 

Superscripts 
' = denotes partial derivative with 

respect to i} 
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Velocity and temperature measurements were made by a 
single DISA boundary-layer probe using the appropriate 
control bridge (constant resistance and constant current) in 
the hot-wire anemometer (DISA 55M system). Data 
acquisition and reduction were performed on a PDP 11/23 
computer. The probe was calibrated for the range of velocities 
and temperatures encountered in the experiment. These 
calibrations were checked periodically and were repeated if 
any deviations were detected. The method proposed by 
Freymuth [21] to interpret hot-wire anemometer output in a 
thermally stratified flow was used in this study to analyze the 
output of the hot-wire anemometer during velocity 
measurements. Additional details regarding this method can 
be found in [22]. Velocity and temperature profiles were 
measured for several free-stream velocities and plate tem­
peratures. They were done for both buoyancy assisting and 
opposing flows and covered wide ranges of the buoyancy 
parameter. 

The uncertainty associated with temperature measurements 
was determined to be 0.1 °C and with velocity measurements 
was 8 percent for low velocity (0 -0 .5 m/sec) and 2 percent 
for higher velocities. 

Numerical Analysis 

The problem of laminar mixed convection flow over a 
heated, isothermal, semi-infinite vertical flat plate has been 
studied by many investigators [3-11]. The governing con­
servation equations are given by 

^ + %- = 0 (1) 
dy 

1. 2 5 

dx 

du 

~dx 

du 
+ V-— =±gp(T-Ta) + v 

dy 

dT dT d2T 

dx dy dyi 

d2u 

~df 
(2) 

(3) 

The boundary conditions for equations (1-3) are 

u = v = 0; T=Twaty = Q 

« - « „ ; T~T„asy-°o (4) 

The first term on the right-hand side of equation (2) 
represents the influence of buoyancy, with the plus and minus 
signs pertaining to thermal buoyancy force assisting and 
opposing situations, respectively, when Tw > T„. 

To facilitate the solution of the above set of equations over 
the regime of mixed forced and free convection, these 
equations are transformed from the (x, y) coordinates to the 
(?(•*•)> y(x, y)) coordinates by introducing 

i = Grx/Rzx
2; r,=y(ua/Vx)W2 (5) 

In addition, a reduced stream function F(£,r/) and a dimen-
sionless temperature d(%,rj) are defined, respectively, as 

F(^ri) = Kx,y)/{vu„xY/2 

Oti,tl) = (T-T€.)/(Tw-Tat) (6) 

where yp(x,y) is the stream function that satisfies the con­
tinuity equation (1). The transformed system of equations is 

1 dF' dF\ 
+ -FF" ± £0= f(F' F" — ) 

2 d£ d £ / 
(7) 

(8) 

(9) 

1 1 / dd dF\ 
— 6"+ -F6' =t\F' 6' — ) 
Pr 2 ? \ dt. 3 £ / 

F'($,0) = *U,0) = 0; fltf,0)=l. 
* " « , « ) = 1; 0(£,°°) = O 

In the foregoing equations, the primes denote partial dif­
ferentiation with respect to i}. 

The primary physical quantities of interest are the local 
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Fig. 4 Velocity and temperature distributions, free convection limit 

Nusselt number Nu^, the local friction factor Cf, the velocity 
distribution u/u„ =F'(£,T)), and the temperature distribution 
0(£,rj). The first two quantities can be expressed, respectively, 
by 

NUA .Re,.-1 /2=-6l'(£,0); CfRex
l/2 =2F"tf,0) (10) 

Local similarity and local nonsimilarity solution techniques 
have been employed in earlier investigations [4, 23] of the 
same problem. In the present investigation the governing 
equations were solved by a finite difference solution scheme 
which is a modified version of that developed by Keller and 
Cebeci [24, 25]. The use of this solution scheme, which has 
been successfully employed in [19], provided a more accurate 
solution for a wider range of buoyancy parameters. 

For low buoyancy parameters the three solution methods 
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Fig. 5 Velocity and temperature distributions for buoyancy assisting 
case 

provide identical results, but as the buoyancy parameter 
increases deviations occur. For example, at a buoyancy 
parameter of unity, £ = 1, F"(£,0) deviates from the local 
similarity value by 12.6 percent when using a local non-
similarity method and by 15.7 percent when using a finite 
difference method. Under the same conditions, 0'(£,O) 
deviates only by 2.2 percent and by 1.7 percent, respectively. 
Numerical solutions were carried out for the same values of 
the buoyancy parameter £ as those obtained during the ex­
periment, thus eliminating the need of any interpolations. The 
Prandtl number used in the computations was 0.70. 

Results and Discussion 

To test the operation of the wind tunnel and its in­
strumentation, the pure forced and the pure free convection 
cases were measured. The measured and the predicted values 
are compared for pure forced convection, | = 0, in Fig. 3. 
Similarly, the measured and predicted [26] values for the pure 
free convection case, £ = °°, are compared in Fig. 4. It is 
evident from these two figures that the measurements are in 
very good agreement with predictions, thus validating the 
performance of the wind tunnel and its instrumentation. 

The velocity and temperature distributions for the 
buoyancy assisting case were measured for buoyancy 
parameter £ in the range of 0 < £ < 16. The highest value of the 
buoyancy parameter was limited by the maximum, safely 
attainable plate temperature of 95 °C and the lowest velocity 
of 0.3 m/s. For this case of buoyancy assisting flow, the air 
tunnel was placed in the vertical direction, with air suction 
from the top and the leading edge of the plate facing down. 
Representative velocity and temperature profiles for the 
assisting flow case are shown in Figs. 5-7. In all these figures, 
the solid and the dashed lines represent, respectively, the 
predicted velocity and temperature distributions from the 
numerical solution of equations (7-9) for the indicated value 

— , 1 (—T r _ 

Predicted F' 

Predicted Q 

O,D Expt. 

Fig. 6 Velocity and temperature distributions for buoyancy assisting 
case 
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Fig. 7 Velocity and temperature distributions for buoyancy assisting 
case 
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of the buoyancy parameter. The predicted velocity and 
temperature distributions for pure forced convection (£ = 0) 
are presented in each figure for comparison. Measured 
velocity and temperature data were reduced and transformed 
into the £, r\ coordinate system for comparison with the 
predicted values. Fluid properties were evaluated at the film 
temperature Tj= (Tw+ T„)/2. These figures demonstrate 
that measured velocity and temperature distributions are in 
very good agreement with the predictions. The agreement 
between the measured and the predicted temperature 
distributions is better than that for the velocity distributions. 
The velocity field is seen to be more sensitive to changes in the 
value of the buoyancy parameter than the temperature field 
and this sensitivity increases as the buoyancy parameter in­
creases. It can be seen from these figures that as the buoyancy 
parameter increases, both the velocity and temperature 
boundary layer thicknesses decrease and the velocity and 
temperature gradients at the wall increase, causing an increase 
in both the local wall shear stress and the local surface heat 
transfer rate. It is also evident that the measured velocity 
distributions show a slightly higher overshoot than the 
predictions. For example, at a buoyancy parameter of 
£ = 16.021 the experimental results deviate by 6.12 percent 
from the predicted values. 

The vertical air tunnel which was used to study the 
buoyancy assisting mixed convection flow was rotated 180 deg 
in order to examine the buoyancy opposing flow case. For this 
case the suction fan was at the bottom of the tunnel and the 
leading edge of the plate was pointing upward toward the inlet 
section of the tunnel. Measurements in this case were limited 
to a buoyancy parameter range of 0 < £ < 0 . 2 , because flow 
reversal occurs when £>0.2. The hot-wire anemometer is not 
sensitive to the flow direction and thus could not be used to 
measure the flow reversal in such a region. In fact, the 
governing equations for this case also failed to yield con­
verged numerical solutions for values of buoyancy parameter 
larger than £ = 0.18, because the model cannot be used in 
regions where flow reversal occurs. Flow visualization by 
smoke injections confirmed the existence of a reversed flow 
region at a buoyancy parameter of 0.20. Measured velocity 
and temperature distributions for the opposing flow case are 
presented in Fig. 8. In that figure the solid and the dashed 
lines represent, respectively, the velocity and temperature 
distribution predicted by the numerical solution of equations 
(7-9) for the indicated value of the buoyancy parameter. 
Measured velocities and temperatures are seen to be in 
reasonable agreement with the predicted values (within 10 
percent), but this agreement is not as good as the one reported 
for the buoyancy assisting flow case. As the buoyancy 
parameter increases, the velocity and temperature gradients at 
the wall decrease, causing a decrease in both the local wall 
shear stress and the local surface heat transfer rate. The 
measured results for a buoyancy parameter of 0.208 are 
presented in Fig. 8 and they clearly demonstrate the existence 
of a separated region near the wall. Predicted results are not 
presented for this value because a converged solution could 
not be obtained beyond a value of £ = 0.18. The data reported 
by Kliegel [7] indicate flow separation at about £ =0.2 which 
agrees with the present findings. Hishida et al. [10] observed a 
similar behavior in their experimental study of this geometry, 
but they concluded that a laminar boundary layer existed up 
to a buoyancy parameter value of £ = 0.25, which seems to be 
higher than the present findings. At this time it is not clear to 
the authors how Hishida et al. [10] were able to predict the 
reversed flow via the normal parabolic governing equations. 

The measured temperature distribution was used to 
determine the temperature gradient at the wall which was in 
turn utilized to determine the local Nusselt number. The 
uncertainty associated with determining the temperature 
gradient at the wall and consequently the Nusselt number was 

V 
1.25 

Predicted F 
Predicted 6 

1.25 

Fig. 8 Velocity and temperature distributions for buoyancy opposing 
case 

determined to be less than 5 percent. The variation of the 
deduced Nusselt number as a function of the buoyancy 
parameter is presented in Fig. 9. A sample of data reported by 
Kliegel [7] is also presented for comparison. As can be seen 
from the figure, the agreement between the experimental and 
the predicted local Nusselt numbers is very good for both the 
present study and that of Kliegel [7]. For buoyancy assisting 
flow, the mixed forced and free convection results asymp­
totically approach the pure forced (£ = 0) and the pure free 
(£ = oo) convection limits, and the mixed convection Nusselt 
numbers are higher than the equivalent pure forced or pure 
free convection flow. An increase in the buoyancy parameter 
results in a higher velocity overshoot, a steeper temperature 
gradient at the wall and hence a higher Nusselt number. As 
pointed out in [4, 9], the regime of mixed convection is 
represented by the buoyancy parameter range of 0.10 < £ < 3.0 
when based on a 5 percent departure from pure forced and 
pure free convection results. However, the actual deviations 
from the pure convection results occur in the region of 0.01 
< £ < 1 0 , as can be seen from Fig. 9. The local Nusselt 
numbers can be 25 percent higher than the corresponding pure 
forced or pure free convection values in this region of 
buoyancy assisting flow. The local Nusselt number variation 
with the buoyancy parameter for the buoyancy opposing flow 
case is also shown in Fig. 9, along with the numerically 
predicted values. Good agreement (better than 10 percent) is 
seen between the experimental and the predicted values. The 
reported results by Kliegel [7] for these conditions deviate 
significantly, 35 percent, from the predicted values. As the 
buoyancy parameter increases, the heat transfer decreases 
gradually and then rapidly in the vicinity of £ = 0.20, when 
flow reversal starts to occur. In that region the mixed con­
vection Nusselt number deviates by more than 40 percent 
from the pure forced convection value. For the buoyancy 
opposing flow case, the mixed convection Nusselt numbers 
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Conclusions 
In the present study, representative velocity and tem­

perature distributions were measured and local Nusselt 
numbers obtained for laminar mixed convection flow of air 
adjacent to a heated, isothermal vertical plate for both the 
buoyancy assisting and the buoyancy opposing flow cases. 
Measurements were also conducted for pure forced con­
vection and pure free convection from this geometry, and 
these measurements represent the two limiting cases of the 
mixed convection regime. A comparison between the 
measured and the predicted temperature and velocity profiles 
reveals a very good agreement between the two, with a 
maximum velocity deviation of less than 6.2 percent. The 
local Nusselt number has been found to increase with in­
creasing buoyancy parameter for the buoyancy assisting flow 
and to decrease for the buoyancy opposing flow. The mixed 
convection Nusselt numbers are always higher for buoyancy 
assisting flow (with deviations of 25 percent) and are lower 
for buoyancy opposing flow (with deviations of 40 percent) 
than the corresponding values for pure forced or pure free 
convection. The velocity distributions for the buoyancy 
assisting flow exhibit a significant overshoot above the free-
stream value. In addition, the velocity field has been found to 
be more sensitive to the buoyancy effect than the temperature 
field. The mixed convection domain, defined as the region 
where the Nusselt numbers resulting from mixed convection 
calculations deviate by more than 5 percent from either the 
pure forced or the pure free convection values, is given by 
0 .1<£<3.0 for the assisting flow case. A very good 
agreement between the measured and the predicted results has 
been obtained for both the assisting and opposing flow cases. 
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An Experimental Investigation of 
Heat Transfer in Variable Porosity 
Media 
This paper presents an experimental investigation on the effects of a solid im­
permeable boundary and variable porosity on forced convection in porous media. 
Emphasis is placed on the channeling effects on heat transfer in packed beds. The 
local volume-averaging technique is used to establish the governing equations and a 
numerical scheme is developed which incorporates the boundary and variable 
porosity effects on heat transfer. The experimental results for the heat flux at the 
boundary are presented as a function of the pertinent variables in a packed bed. The 
Nusselt number is found to increase almost linearly with an increase in the Reynolds 
number based on the pore diameter. The experimental results are found to be in 
good agreement with the theoretical results which account for the variable porosity 
effects. A comparison between the numerical and the experimental results 
demonstrates the importance of boundary and variable porosity effects on heat 
transfer in variable porosity media. 

1 Introduction 

Heat transfer in porous media has been the subject of 
numerous investigations due to increasing interest in chemical 
catalytic reactors, building thermal insulation, heat ex­
changers, petroleum reservoirs, geothermal operations, 
packed-sphere beds, and many others. This increased use of 
porous media has made it essential to have a better un­
derstanding of the associated transport processes. Most of the 
existing studies such as Burns and Tien [1] deal primarily with 
the mathematical simplification based on Darcy's law which 
neglects the effects of a solid boundary, inertial forces, and 
variable porosity on flow through porous media. In many 
applications, for example, packed-bed catalytic reactors, the 
porous medium is bounded, the fluid velocity is high, and the 
porosity is variable; therefore, it is important to investigate 
these boundary, inertia, and variable porosity effects. The 
boundary and inertia effects on convective flow and heat 
transfer were analyzed by Vafai and Tien [2] for constant 
porosity media and expressed in terms of several governing 
parameters. These effects were further investigated by an 
experiment [3] for transient mass transfer through constant 
porosity media. In some applications, such as fixed-bed 
catalytic reactors, packed bed heat exchangers, drying, 
chemical reaction engineering and metal processing, the 
constant porosity assumption does not hold because of the 
influence of an impermeable boundary. Therefore, there is a 
need to focus on the variable porosity effects on forced 
convection in the vicinity of an impermeable boundary. The 
region close to an external boundary is of particular im­
portance since for most applications the quantities of interest, 
such as the heat flux at the boundary, are closely involved in 
that region. 

The variable porosity close to an impermeable boundary 
leads to a number of important effects such as flow 
maldistribution and channeling. Channeling, which refers to 
the occurrence of a maximum velocity in a region close to an 
external boundary, has been reported by a number of in­
vestigators such as Schwartz and Smith [4], and Schertz and 
Bischoff [5]. Their velocity measurements in packed beds 
show a maximum close to the boundary. Furthermore, the 
measurements of Benenati and Brosilow [6] show a distinct 
porosity variation in packed beds. Their results show a high 
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porosity region close to the external boundary. The porosity 
as a function of the distance from the boundary can be ob­
tained from these measurements. Chandrasekhara and 
Vortmeyer [7] used these measurements to solve numerically 
for the velocity profile in isothermal packed beds. 

Most of the heat transfer investigations in packed beds such 
as Denloye and Botterill [8], and Schlunder [9] are presented 
in terms of correlations based on Colburn-Chiltony-factors. 
These correlations express the heat transfer from bulk of the 
packed bed; the effects of boundary and variable porosity on 
the heat transfer are seldom, if ever, discussed. 

This paper starts with general governing equations 
presented in [2] and applies them to a common case of 
variable porosity media, namely packed beds. The effects of 
variable porosity and higher velocities on forced convection in 
a region close to an external boundary will be investigated 
experimentally. The experimental setup, which is described in 
detail later on, will be used to measure the total heat flux at 
the boundary for forced convective flow through variable 
porosity media. This is then compared with the total heat flux 
obtained from the numerical solution of the theoretical 
model. 

The end result of the experimentation and the numerical 
results is to show the effects of an external boundary and 
variable porosity on heat transfer for flow through a variable 
porosity media. The experimental results are shown to be in 
good agreement with the theoretical results which account for 
the variable porosity effects. 

2 Governing Equations 

To illustrate the important effects of variable porosity and 
the momentum boundary layer on heat transfer close to an 
impermeable boundary, an analysis is made for an in­
compressible, two-dimensional flow through a variable 
porosity medium confined by an external boundary, as shown 
in Fig. 1. The developments for momentum and the energy 
equations are quite different. In developing the momentum 
equation only the fluid phase is involved, while for the energy 
equation both the solid as well as the fluid phases have to be 
considered. The developments of these equations are 
discussed in detail in Vafai and Tien [2] and Whitaker [10]. 
The two-dimensional boundary layer equations for forced 
convection through variable porosity media were derived to 
be [11] 
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Fig. 1 Flow through a variable porosity medium confined by an ex­
ternal boundary 
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/zy is the fluid viscosity, 8 the porosity, V the velocity vector, K 
the permeability, pf the fluid density, cf the fluid heat 
capacity, F an empirical function which depends primarily on 
the microstructure of the porous medium, T the temperature, 
<P>f the intrinsic phase average of the pressure, as 
described in Whitaker [10], and ke the effective thermal 
conductivity of the saturated porous medium. The concept of 
ke has been widely used and studied [12]. In the above 
equations the \s.j < u > IK term is the viscous force caused by 
the micropore structure and the symbol <(/>> refers to the 
local volume average of a quantity associated with the fluid 
and is defined as in Whitaker [10]: 

< d » •• 
ly\vf4>dV (4) 

Furthermore it has been shown in [2] that the boundary layer 
growth is significant only over a length of the order of 
(K/vj)uc. This shows that the entrance length, for almost all 
practical cases and certainly for packed beads, is very small 
and negligible. 

The functional dependence of the porosity on the distance 
from the boundary can be found from the experimental 

results of Benenati and Brosilow [6]. These results can be 
represented very well by an exponential function of the 
following form: 

8 = 8e[l+bexp{-cy/dp)] (5) 

This result neglects the small oscillations of the porosity which 
are considered to be secondary. The emphasis here is on the 
decay of the porosity from the external surface which has the 
primary effect. The empirical constants b and c are dependent 
on the ratio of the bed to particle diameter. The particle 
diameters used in the experimental study were 5 and 8 mm. 
These correspond to experimental bed to particle diameter 
ratios of 10 and 6.25 respectively. From the results of 
Benenati and Brosilow [6] the porosity variation as a function 
of yldp is found to be almost identical for these bed to 
particle diameter ratios. The constants chosen to represent the 
porosity variation were b = 1; c = 2 for the 5 mm beads and 
b = 0.9 for the 8 mm beads. These are similar to the constants 
used by Chandrasekhara and Vortmeyer [7]. 

3 Experimental Apparatus and Procedures 

The apparatus employed to study the variable porosity 
effects on convective heat transfer through porous media is 
depicted schematically in Fig. 2. The setup is designed to 
provide accurate flow and heat flux measurements. The 
purpose of the experiment is to obtain the total heat flux at the 
boundary for forced convective flow through the test section 
filled with a porous medium. This is then compared with the 
total heat flux obtained from the numerical solution of a 
theoretical model. 

The experimental apparatus is constructed of acrylic plastic 
which is 1.27 cm thick. The test section has approximate 
dimensions of 30 x 20 x 5 cm (length, width, height 
respectively). The porous medium is located inside the test 
section. The upper portion of the test section is removable so 
that the porous medium can be easily placed in the test sec­
tion. The test section is filled with uniform size beads. The 
beads were poured randomly inside the section using a beaker 
until the test section was filled. The beads used in this ex­
periment were 5 and 8 mm and made of different com­
positions. This type of packed-sphere bed arrangement is used 
extensively in industrial applications such as chemical 
reactors, heat exchangers, fluid filters, and many others. Two 
stainless steel screens are placed on either side of the test 
section to hold the beads in place. Two pressure taps are 
located on the bottom of the test section in order to measure 
the pressure drop across the porous media. An inclined 

Nomenclature 

dp 
K 

Ke 

kP 

L = 

Nu 

Nu = 

Pr„ 

fluid's heat capacity (Ws/ 
kgK) 
particle diameter (m) 
permeability of the porous 
medium (m2) 
free-stream permeability (m2) 
effective thermal conductivity 
(W/m K) 
horizontal extent of the ex­
ternal boundary (m) 
Nusselt number defined in 
equation (18) 
average Nusselt number 
defined in equation (19) 
effective Prandtl number, 
vf/ae 

T = 

Rep = Reynolds number based on 
pore diameter, ucdplvj 
temperature (K) 
free-stream temperature (K) 
external boundary tem­
perature (K) 
Ar-component velocity (m/s) 
convective velocity, 

T 
T 

ur = 

X = 

-(*«,//*/) 
d<P>f 

dx 
(m/s) 

spatial coordinate, horizontal 
(m) 
spatial coordinate, vertical (m) 
effective thermal diffusivity, 
ke/pfCf (m2/s) 
porous media shape 
parameter, -J8/K (m " ' ) 

ye = 

v = 

v-s 
v} = 

Pf = 

free-stream shape parameter, 
y/8e/Ke (m~>) 
porosity of the porous 
medium 
free-stream porosity 
dimensionless vertical length 
scale, yye/£

U2 

dimensionless temperature, 
(T-Tw)/(Te-Tw) 
fluid's dynamic viscosity 
(kg/ms) 
fluid's kinematic viscosity 
(m2/s) 
dimensionless horizontal 
length scale, xll 
fluid's density (kg/m3) 
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Fig. 2 Schematic diagram of the experimental apparatus 

manometer and a differential pressure transducer are con­
nected by a " T " at each of these taps. The inclined 
manometer was designed and set up to give increased accuracy 
when reading very small differential pressures of up to 1200 
N/m2 with an accuracy of + 0.5 percent of the full scale. The 
differential pressure transducer could measure a differential 
pressure of 6900 N/m2 with + 1 percent full-scale accuracy. 

The upper part of the test section is heated with sectional 
heaters. The upper boundary is used in place of the lower 
boundary in order to eliminate natural convection. The top of 
the test section is constructed of a copper plate 1.6 cm thick to 
achieve both uniform temperature and strength. Six 
Chromolox strip heaters are clamped down the length of the 
copper plate in three sets of two, each 1.6 cm apart. The 
heaters are made from a rust-resisting iron sheath material. 
Each heater provides 200 watts. Before clamping to the plate, 
a thin layer of a high thermally conductive silicone paste was 
applied to the bottom of each heater. Three Chromolox 
digital temperature controllers with automatic reset and rate, 
type J thermocouple input, and 1 A triac output are used to 
maintain a uniform temperature across the plate. Three 
single-pole mercury displacement relays, with a-c resistive 
load ratings of 120 V and 35 A each, are used in series with the 
temperature controllers for loads that exceed the capacity of 
the controllers. The temperature is monitored and recorded 
over the entire area of the copper plate by the placement of 11 
thermocouples. The bare wires of each thermocouple were 
threaded through a 1.9-cm ceramic sleeve, made of aluminum 
oxide, a nonelectrically conductive material. Then the iron 
and constantan wires were twisted together at the bottom of 
the sleeve and spot welded to form a small bead. The sleeves 
were then mounted into small wells which had been drilled 
into the top of the copper plate. Two layers of special ceramic 
adhesive were then cured between the sleeve and the plate. 
Eight of the 11 thermocouples are wired into a thermocouple 
selector switch which is connected to a voltmeter after passing 
through an ice bath. The other three thermocouples are used 
with the temperature controllers to maintain a uniform 
temperature across the plate. The surface temperature of the 
upper plate was found to be very uniform (within ± 0.3 °C) 
for all of the experimental runs. Six other iron-constantan 
thermocouples were installed at the interface between the 
glass beads and the bottom plate. These thermocouples were 
used for measuring the effective thermal conductivity of the 
water-saturated packed-bed system. This effective thermal 
conductivity was found independently through a series of one-
dimensional conduction heat transfer experiments. This is 
further explained in Section 5. In order to measure the heat 
flux supplied by the temperature controllers to the copper 
plate, a three-phase wattmeter transducer was wired into the 
control system. The output of the wattmeter transducer is 
wired to a strip chart recorder to record the total heat input 

over a given time into the plate. The top of the test section was 
insulated with Durablanket to withstand the high tem­
perature from the strip heaters. A 2.5-cm-thick piece of 
carborundum insulation along with a 5-cm-thick piece of 
Owens-Corning Fiberglas insulation was used to minimize the 
heat losses from the test section. Using a one-dimensional 
conduction-convection model the magnitude of the heat losses 
was estimated to be around 2 percent of the total heat input. 

Upstream of the test section is a reservoir 76 x 51 x 76 cm 
(length, width, height respectively) capable of achieving a 
range of accurately designated fluid levels. This is done 
through a connection via a divider to an auxiliary tank 
connected to a sump. Two mesh screens installed in the 
reservoir help reduce any disturbances in the fluid before it 
enters into the test section. An accurate flow control slider 
disconnects the reservoir from the test section. The slider 
allows the attainment of steady-state operating conditions 
upstream of the test section before any fluid runs through it. 
This kind of design, coupled with the selection of a large 
reservoir capacity, permits steady flow conditions to be 
reached within a very short time. This can be checked from 
the pressure indicator and fluid levels in the upstream and 
downstream reservoirs. The downstream reservoir is used for 
maintaining a constant pressure difference at every height 
along the test section. Flow measurements were made with an 
Invalco turbine flowmeter, which is linear in the range 0.2 -
2.9 mVhr. The flowmeter was factory calibrated. The factory 
calibration was checked and found consistent against the 
laboratory measurements. Furthermore, the volume flow rate 
found from the analysis was comparable to the experimentally 
measured flow rate. 

The experiments were performed carefully, with particular 
emphasis on cleaning the copper plate and the upstream and 
downstream reservoirs after each run. In addition, the test 
section was thoroughly cleaned and the fluid filter was 
changed periodically. Consideration was given to observe the 
presence of any bubbles, in the test section, during the ex­
perimental runs. This was done by removing the insulation 
covers at one point in some of the experiments and looking all 
around and below the test section. No bubbles were observed 
at any time. 

The average heat flux to the copper plate was obtained in 
two ways: measurement of the average increase in bulk 
temperature across the test section, and by a direct 
measurement of the heat flux supplied to the controllers 
through the electrical heaters on the plate. The average in­
crease in bulk temperature may be found by measuring the 
bulk temperatures at the entrance and exit of the test section. 
Since the values of the mass flowrate and the specific heat of 
the fluid are known quantities, the heat flux may then be 
calculated. This way of obtaining the heat flux was of course 
very crude and no attempt was made to make this an accurate 
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measurement. This measurement was used just as a crude 
check on the heat flux measurement by the wattmeter 
transducer. The heat flux measurement by the average in­
crease in bulk temperature was found to be within ap­
proximately 15 percent of the wattmeter transducer 
measurements. The heat flowrate measurement by the 
wattmeter transducer is used to compute the average ex­
perimental Nusselt number as: 

Nu= 9m ( 6 ) 

kem.Tw-Te)
 ( ' 

Here, Qexp is the total measured heat rate supplied to the test 
section, W is the width of the test section, and Te is the free-
stream temperature. 

4 Computational Procedure 

To analyze the convection in packed beds some constitutive 
equations have to be supplied for the geometric function F 
and the permeability K in the momentum equation. However, 
the energy equation needs no modification. These constitutive 
equations are obtained from the experimental results of Ergun 
[13]. After some algebraic manipulations to obtain the 
constitutive relations and using a coordinate transformation 
to achieve a fast and accurate numerical scheme, the 
governing equations (1) and (2) are transformed to [11] 

! ^ ? - f f ; ( y < ' i > - e ( w < « > 2 + t f ( y = o (7) 

«$-
d<6> 1 d<6> 

3? dr] 
•SU.Tl)-

d2<8> 

dr,2 

where 

<u> = 
< M > T—T 

T -T 

7e = 

v=yye/H
l/2 

VT50O-5,) 

{ = 
L 

Ke d<p>f 

8edp 

n i t , 1 .75[ l -Sq,^)]5 g
2

n 

lif dx 

u,.d„ 

H, 

150(1 -8e)
28(Z,v) 

. H(%,ri) = —-— , 

v} 

Pr„ 

(8) 

(9) 

(10) 

(11) 

(12) 

S«,T|) = 
Ldn 

KeH(H,V)RepPre 

K= 
Vdp

2 

F= 
1.75 

(13) 

(14) 
150(1-<5)2 

Here Rep is the Reynolds number based on particle diameter, 
and Ke and 8e are the free-stream permeability and porosity. 
Equation (14) presents the constitutive relations which are 
obtained from the experimental results of Ergun [13] and used 
in equations (7) and (8). The function F is described in detail 
in [2]. The corresponding boundary conditions for equations 
(7) and (8) are 

rj = 0 < H > = 0 < 0 > = O (15) 

r;-oo <ii> = { - l + V T T 4 ^ , ) / 2 ^ , <d> = \ (16) 

where 

^ = (1.755eRep)/150(l-5 f) (17) 

The above boundary conditions are based on the in­
dependence of the upper and lower walls of the test section. 
To check this the problem was solved numerically accounting 
for both walls. The numerical results made it clear that the 
influence of the lower wall on the upper boundary was 
negligible. The wall heat flux is used to investigate the effects 
of variable porosity on convection in a region close to an 
external boundary. The Nusselt number, which characterizes 
the wall heat flux, is expressed as 

Nu = 
d<T> 

By y=o 

(Tw-Te) 
L 

yeL 86 

W~2~dr, 
(18) 

and the average Nusselt number, as defined in equation (6), is 
found to be 

•L d<T> 

Nu = 
-s ; dy 7 = 0 

dx 

(T„-Te) 
(19) 

5 Discussion of Results and Conclusions 

From equations (7-18), it can be seen that the average 
Nusselt number can be presented in the following functional 
form: 

Nu = Nu(Rep, 8e, Pr„, Ke, x, T) 

where 

x = K. r = 

(20) 

(21) 

For a given fluid, a given packing structure, and a specified 
type of particle the average Nusselt number will be a function 
of the Reynolds number based on pore diameter, Rep, and the 
free-stream porosity, 5e; therefore 

Nu = Nu(Re/,,5e) (22) 

This can be seen from equations (20) and (21) and noting that 
Ke is a function of dp and 8e. The experimental data and the 
numerical results are obtained in the functional form 
presented in equation (22). The fluid used in both the ex­
perimental and numerical results was water. Two types of 
glass beads were used to simulate the packed bed. These were 
uniform 5 and 8-mm glass beads of different but known 
compositions. The experimental results for these two types of 
glass bead were compared against the numerical results. The 
comparison was done in the form presented in equation (22). 
For each type of glass bead the numerical results were ob­
tained for two different cases. These were: 

Case I: Accounting for the variable porosity, the 
presence of a solid boundary and the inertial 
forces. 

Case II: Using the modified Darcy's Law which neglects 
the presence of a solid boundary and variable 
porosity, but accounts for the inertial forces. 

In this work the effective thermal conductivity of the fluid-
saturated porous media is assumed to be a constant across the 
bed. However, due to the porosity variations, it is expected 
that the thermal conductivity will vary across the packed bed. 
The effective thermal conductivity of the packed bed was 
measured by the experimental setup, but independent of the 
main experiment, by performing a number of one-
dimensional conduction heat transfer experiments. This was 
done by closing off both sides of the test section and 
saturating it with water. The top and the side of the test 
section were insulated as before but the outer side of the 
bottom plate was exposed to an external air flow parallel to 
the bottom plate. The air flow was generated by a fan. The 
effective thermal conductivity was found by measuring the 
heat flow rate and the very uniform temperatures at the in-
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terfaces between the glass beads and the top and bottom 
plates. The measured effective thermal conductivities were 
found to be quite close for the two types of beads which were 
used (the beads had different compositions). The effective 
thermal conductivity was found to be about 3.15 W/m2 K 
with an accuracy of ± 5 percent. The effective thermal 
conductivity was determined for one set of packing in each 
case (5-mm and 8-mm beads). This measured thermal con­
ductivity was used in the numerical calculations for all the 
different packings. 

The numerical scheme was based on finite difference 
versions of equations (7) and (8) supplied with the boundary 
conditions given in equations (15) and (16). All of the coef­
ficients in equations (7) and (8) are functions of the £ and i\ 
coordinates. This is because Q, H, and S are functions of the 
porosity and the permeability which are in turn functions of £ 
and iy. The upstream condition for the energy equation is 
taken as uniform temperature at Te at x = 0. The finite 
difference scheme was based on using upwind differencing in 
the £ direction and an implicit routine in the rj direction, along 
with the linearization of the momentum equation. The 
resulting set of algebraic equations were solved by 
tridiagonalizing the solution matrix. The linearization scheme 
used for equation (7) was checked by increasing the number of 
iterations used for convergence. The numerical scheme 
resulted in a very efficient and stable system. The accuracy of 
the finite-difference solution was tested by increasing the 
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number of grid points, and investigating some limiting cases, 
such as the constant porosity case. 

In obtaining the numerical results the following input 
parameters were used: the driving pressure force, the particle 
diameter dp, the porosity variation from the experimental 
results of Benenati and Brosilow [6], and the thermophysical 
properties of the fluid and the solid matrix. 

Presented in Fig. 3 are the experimental and numerical 
results for the average Nusselt number. These results are 
presented for the uniform 5-mm glass beads. Two different 
numerical Nusselt numbers are presented in Fig. 3. These are 
the theoretical Nusselt number which accounts for all of the 
effects and the Nusselt number based on modified Darcy's 
law. It can be seen from Fig. 3 that there is a good agreement 
between the experimental and the numerical results which 
account for the variable porosity effects. The agreement is 
both quantitative as well as qualitative as can be seen from the 
slopes of the lines in Fig. 3. Furthermore, the Nusselt number 
increases almost linearly with an increase in the Reynolds 
number based on pore diameter. The discrepancies between 
the theoretical and the experimental results are attributed to 
the expected variations in the effective thermal conductivity as 
well as the small oscillations of the porosity distribution with 
the distance from the solid boundary. It is recommended that 
these variations of the thermal conductivity be analyzed in 
future studies. Figures 4 and 5 are the numerical results for 
the temperature profiles and the Nusselt numbers 
corresponding to one of the experimental runs (Rep = 228). 
The temperature profiles are presented at £ = 0.3. Figure 4 
compares the temperature distribution which accounts for all 
the effects, with the temperature distribution based on 

modified Darcy's Law. Figure 5 compares the Nusselt number 
corresponding to the two cases shov/n in Fig. 4. The velocity 
profiles and the momentum boundary layer thicknesses for 
variable porosity media are discussed in detail in [11]. 

Figure 6 presents the experimental and numerical results for 
the 8-mm beads. Again, it can be seen that there is a good 
agreement between the theoretical and experimental results. 
Figures 7 and 8 are the numerical results for the temperature 
profiles and the Nusselt numbers corresponding to one of the 
experimental runs (Rep = 802). The temperature profiles are 
presented at £ = 0.3. Figure 8 compares the Nusselt number 
corresponding to the two cases shown in Fig. 7. Figures 3 and 
6 reveal that the average Nusselt number increases with an 
increase in the Reynolds number Rep. This is because in­
creasing Rep leads to an increase in the convected energy 
compared to that by conduction, causing a thinner thermal 
boundary layer. This thinner boundary layer creates a larger 
flux at the boundary leading to an increase in the average 
Nusselt number for an increase in Rep. Furthermore, from 
Figs. 3 and 6, it can be seen that the experimental data are in 
much better agreement with numerical results which account 
for the variable porosity effects, the external boundary, and 
theinertial forces. 

The purpose of the present work was to show the im­
portance of variable porosity on flow and heat transfer in 
variable porosity media. This was done through an ex­
perimental and numerical investigation. The experimental 
results were found to be in good agreement with the 
theoretical results. A comparison between the experimental 
and numerical results clearly indicates that the variable 
porosity effects must be accounted for. 
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Exact Solutions for Radiative Heat 
Transfer in Box-Shaped Furnaces 
Exact expressions for the distributions of the components of radiative flux density 
and the radiative energy source term in terms of wall and medium temperature 
distributions have been formulated for an emitting-absorbing medium of constant 
properties bounded by black walls of a box-shaped enclosure. The accuracy of 
numerical solutions has been tested on an idealized enclosure for which exact 
analytical solution of the expressions is possible and shown to have good accuracy. 
The exact expressions have then been solved numerically for an enclosure problem 
based on data reported previously on a large-scale experimental furnace. The 
principal feature of the data is highly nonuniform medium and wall temperature 
distributions which are typical of the conditions encountered in industrial furnaces. 
These data have been chosen because of their practical importance and the 
nonavailability of exact solutions for such data. The resulting exact solutions have 
been given in tabular form and are intended to serve in the future as standards for 
testing the accuracy of the approximate predictions produced using various three-
dimensional flux models. 

1 Introduction 

The most accurate procedures available for mathematical 
modeling of radiation fields within enclosures are the zone 
[1-3] and Monte-Carlo [4, 5] methods, both of which have 
been extensively developed and tested [3, 6, 7] for enclosures 
for which complete knowledge of the flow and concentration 
fields was available. Utilizing this information, the radiation 
model was used to predict temperature and radiative flux 
density distributions, which were then compared with 
measured values. However, these radiation models have not 
been extensively used as part of a complete prediction 
procedure. One reason for this is that, in the complete 
prediction procedure, the flow, concentration, and reaction 
fields are mathematically modeled by simultaneous partial 
differential equations. The equations modeling the radiation 
field are not differential in form, and, hence, their numerical 
solution in conjunction with the differential equations is 
neither convenient nor simple. In addition, the arithmetical 
labor and machine storage capacity required by these 
radiation models puts the complete modeling procedure 
utilizing them beyond the capacity of many computers. 

In order to overcome these disadvantages, flux models 
[8-14] have been widely employed as alternative, albeit in­
trinsically less accurate, procedures to the zone or Monte-
Carlo methods in complete prediction procedures. Flux 
models of radiation fields take the form of partial differential 
equations, which can conveniently and economically be 
solved simultaneously with the equations representing flow 
and reaction. 

Previously published multidimensional evaluations of the 
accuracy of flux models of radiation fields have taken two 
forms: (/) The flux model has been employed as part of a 
complete prediction procedure [8-10] and predicted tem­
perature and radiative heat flux distributions have been 
compared with experimentally determined values. This 
procedure suffers from two disadvantages: Discrepancies 
between predicted and measured values may be partly due to 
errors in the experimentally determined data; even if the 
experimentally determined data are correct, it is impossible to 
decide whether discrepancies in the predicted temperature and 
radiative flux distributions are attributable directly to the flux 
model employed or to inaccuracies in the models used for the 
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prediction of flow, reaction, etc. (//') The flux model has been 
tested in isolation from the modeling of other physical 
processes by using a prescribed radiative energy source term 
distribution, and comparing predicted temperature and 
radiative heat flux distributions with values predicted using 
the zone or Monte-Carlo methods [11, 14]. However, the 
radiative energy source term has been taken to have identical 
values at all points within the enclosed medium [11, 14]. 
Although such uniform distributions are computationally 
convenient they do not even approximately represent the 
extremely nonuniform distributions which are likely to be 
encountered in the operating furnaces and combustors for 
which the flux model is to be employed. This procedure for 
the evaluation of the accuracy of a flux model suffers from 
two major disadvantages: {a) Even if acceptably accurate 
predictions are obtained for the uniform source term 
distributions, there is no certainty that similarly accurate 
predictions will be produced for the highly nonuniform 
distributions in practical enclosures, (b) In the complete 
prediction procedure, the iterative sequence of solution of the 
equations is as follows: At the end of any cycle of the iterative 
solution, the enclosed medium and surface temperature 
distributions are known. These distributions are then used as 
input data for the radiation model employed, the output data 
from the use of the model being radiative flux density vector 
and radiative energy source term distributions. These newly 
produced flux and source term distributions are then used for 
the second part of the iterative cycle (i.e., the modeling of the 
flow and reaction fields), the output, and completion of the 
cycle, being a new set of values for the medium and surface 
temperature distributions. With this sequence of iterative 
solution in mind, it is obvious that when testing a radiation 
model which is intended for use in a complete prediction 
procedure, the input data provided should be complete 
temperature distributions, and the predicted and tested 
quantities should be the radiative flux density and radiative 
energy source term distributions. 

The specified disadvantages of previous testings of flux 
models can only be overcome by producing exact solutions for 
the distributions of radiative flux density and source term in 
terms of wall and medium temperature distributions typical of 
an operating box-shaped furnace. Although a few attempts 
have been reported [15-17] on the exact solutions for 
multidimensional radiative transfer in Cartesian coordinate 
configurations, exact solutions for a box-shaped enclosure 
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Fig. 1 The rectangular parallelepiped-shaped enclosure 

with highly nonuniform medium and wall temperatures 
encountered in industrial furnaces are not available to date. 

Therefore, in this paper, exact expressions for the 
distributions of components of radiative flux density vector 
and radiative energy source term in an emitting-absorbing 
medium bounded by black walls of a box-shaped furnace are 
formulated. The accuracy of numerical results is tested on an 
idealized enclosure problem for which exact analytical 
solution is possible. The exact expressions are then solved 
numerically for an enclosure problem based on data reported 
[18] previously on a large-scale experimental furnace with 
steep temperature gradients and the results are presented in 
tabular form so that they can be used as a basis for future 
testing of three-dimensional flux models. 

2 Formulation of the Exact Expressions 

The physical situation to be considered is that of a rec­
tangular parallelepiped shaped enclosure filled with an ab­
sorbing-emitting, nonscattering radiatively grey medium 
whose absorption coefficient is the same at all points, and of 

Fig. 2 Polar and azimuthal angles at N(r"i) 

known magnitude. Values of black-body emissive power are 
assumed to be available at all points within the enclosed 
medium, and at all points on the interior bounding surfaces of 
the enclosure. In order to simplify the equations to be solved, 
all interior bounding surfaces of the enclosure are assumed to 
be radiatively black. 

The enclosure considered is a rectangular parallelepiped of 
side lengths 2LX, 2Ly, and 2LZ in the respective coordinate 
directions. For convenience the origin of coordinates is taken 
to be at the center of the enclosure, and the faces of the en­
closure are numbered for future identification, as shown in 
Fig. 1. For the purposes of evaluating the required radiation 
variables at point A ^ i ) , the total solid angle of 4ir steradians 
surrounding the point is subdivided into six smaller pyramid-
shaped solid angle Q„, (m = 1 to 6), each of which is vertically 
opposite to the solid angle subtended by a face at point N. 

The polar and azimuthal angles to be used to define the six 
solid angles fi„, (m = 1 to 6) are shown in Fig. 2 where j a is a 

N o m e n c l a t u r e 

a = axial variation of gas temperature 
b, c,d,e = azimuthal angles of the/functions in Table 

2 
d = slope of the axial temperature curve 
E = emissive power, Wm" 2 

/ = functions defined in Table 2, gas tem­
perature distribution in the circular cross 
section 

F = function defined by equation (2) 
G = total intensity of incident radiation, Wm ~2 

/ = intensity of radiation, Wm ~2 sr ~' 
7 = unit vector in coordinate direction 
1 = direction cosine 

L = half of the side lengths of the rectangular 
parallelepiped 

q = radiative flux density vector, Wm" 2 

Q = source term for radiative energy, Wm "3 

r — radial distance, m 
r = position vector 

R = radius of circular cross section of the 
furnace, m 

s = distance between points P(r) and W(r„), m 
S = distance between points A^r,) and W{fw), 

m 
T = absolute temperature of gas, K 
v = distance between point 7V(r,) and P(f), m 

z' = dimensionless axial distance 
ai -a 4 = azimuthal angles on xy plane 
jSi — je?4 = azimuthal angles on yz plane 
71-74 = azimuthal angles on zx plane 

<j> = 

polar angles between direction Q and the 
coordinate axes 
dimensionless optical thickness 
azimuthal angles corresponding to the 
polar angles 8 

Q 

w 

Subscripts 

b 
burner 

bw 
e 

end 
G 
i 
1 

m(\,2, . . .6) 
max 

0 
side 

u 
w 

x,y,z 
V 
f 
fi 

Superscripts 
~ 

= 
= 

= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 

= 

pyramid-shaped solic 
solid angle 

black body 
burner wall 
black wall 
exit 
end wall 
gas 
inlet 
lower limit 
solid angles 
maximum 
reference value 
side wall 
upper limit 
wall 
coordinate axes 
coordinate directions 
coordinate directions 
direction of intensity 

dimensionless 
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Table 1 Azimuthal and polar angle ranges for all six solid angles 
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Fig. 3 Azimuthal angles subtended by enclosure faces at N(x1, y^, z1) 

Wall 

Fig. 4 Geometrical setup for integration of radiant transfer equation 

unit vector in direction fi at point N(fx), j ( is a unit vector in 
coordinate direction £ (£=*, .y, z). <££ denotes the azimuthal 
angle between j ( and the normal projection of j a onto the 
plane through TV containing y'? and y'nexl £, where "next {"is 
decided in the sequence x~y—z—x and 05 represents the 
corresponding polar angle. j a is related to the unit vectors in 
the axial directions through the direction cosines 1 _,., ly, and 
1.. 

Comparison of ratios of direction cosines leads to an ex­
pression where each polar angle is related to two azimuthal 
angles by 

0{=-/^remaining {></>{) 0 ) 

where 

F(a,b) = tm~[ [(tan a)/(cos b)] (2) 

In equation (1), the sequence to be followed in determining 
the remaining \ is x-z, y-x, z~y, so that, for example, for 
%=x, remaining £ = z. 

The azimuthal angles subtended by the six faces of the 
enclosure at point TV(/i) are illustrated in Fig. 3. a, to a4 , fix 

to ft,, and 7, to 74 can all be expressed in terms of the 
dimensions of the enclosure and the Cartesian coordinates of 
point TV. 

Evaluation of the values of the components of the radiative 
heat flux vector and energy source term at general point TV 
within the enclosure involves the performance of certain 
angular integrals over the six solid angles 0,„ (m = l to 6). 
Before these integrals can be performed it is necessary to 
specify 0{ and <£? ranges defining each solid angle. These 
ranges were worked out for each solid angle in turn and are 
summarized in Table 1, where rj=x for m = \, 2, i\=y for 
m = 3, 4 and -q = z for m = 5, 6. 

In order to increase the generality of the exact solution, all 
physical quantities are expressed in dimensionless forms by 

F(S, ,+ - i 0 u-F(8 ,i)z-7r) 

F(H3,<tO T T - F ( B 2 > * Z ) 

defining a reference length (L0) which is the shortest 
dimension of the enclosure and a reference temperature (T0) 
which is taken to be the maximum temperature of the enclosed 
medium. With these reference quantities available, tem­
peratures are made dimensionless by dividing them by T0; 
intensity and the rest of the radiation variables are made 
dimensionless by dividing them by the reference intensity (I0) 
and reference emissive power (E0), respectively. 

The physical situation to be considered for the integration 
of the equation of radiant energy transfer is illustrated in Fig. 
4. Point W(x„,yw,z„) is found by extending/n through point 
N(xi, y\, Zi) backward until a wall surface is encountered. 
Point P{x, y, z) is a general point between Wand TV. 

For the situation illustrated in Fig. 4 theequation of radiant 
energy transfer at point P(r) in direction j a can be written in 
dimensionless form as follows: 

(TS^)1' 
f,Jtl)=Toh(f) (3) 

where l(f, ja) is the intensity of radiation at point P(f) and in a 
direction defined by unit vector j a . T„ is the dimensionless 
optical thickness of the medium. The " " " sign over any 
quantity represents the dimensionless form of that quantity. 
Ib{r) denotes black-body intensity of the medium at P and s is 
the distance measured in the direction of j a . Equation (3) can 
be integrated between W and TV with respect to s to give 

+ r0\" e-wlb{f)dv 
J (7 = 0 

(4) 

where v = S-s (see Fig. 4). In equation (4), the first and 
second terms on the right-hand side represent the con­
tributions of wall radiation, ~Iw(r\. 7n). a n d 8 a s radiation 
between IT and TV, 7 c(r , , j 0 ) , to the intensity at TV, respec­
tively. With the assumption of black walls, the radiation 
leaving the wall point is decoupled from the radiation leaving 
all other points and I(r„, Ja) becomes equal to Ibw(rw), the 
black-body intensity corresponding to the temperature of the 
wall point. 

By use of equation (4) with the black-wall assumption the 
dimensionless intensity I(n, ]n) can be evaluated in any 
direction ]a at point TV(r,) by performing the necessary spatial 
integration using prespecified distributions of lb(r) and 
lbw(rw). By repeating the process for a large number of 
directions j a at the point TV, the angular distribution of in­
tensity at the point becomes available. From this angular 
distribution the values of the dimensionless radiation 
variables qt (£=x, y, z) and Q may be determined by per-

650/Vol. 107, AUGUST 1985 Transactions of the ASME 

Downloaded 18 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



forming the necessary angular integrations of the intensity at 
the point. 

To cover the angular integral involved in the definition of 
the dimensionless components <?{(£=*, y, z) of the radiative 
flux vector, the integral is evaluated successively for the six 
solid angles fi,„ (m = 1 to 6) and the resulting values added to 
give the final result, that is, 

1 6 f 
<5(/i) = - E UAn, Ja) + ~Ic(h , Ja)]du (6) 

As a first step in obtaining the value of the radiative energy 
source term at the general point N, it is first necessary to 
obtain the value of the total intensity of incident radiation at 
the same point. 

As with q^, the dimensionless value of the total intensity G 
is actually evaluated as the sum of the part values over the six 
solid angles, that is, 

1 6 f 
< 5 ( r , ) = - E [lv(ri,Jn) + IG(ruJn)]du (6) 

* m = l Jnm 

With the value of (5(^1) available Q{rx) may be calculated 
from 

Q(rl) = T0[4lb(rl)-G(rl)] (7) 

By using the definitions of 1{ and do>, together with the 
angle limits for fi, to fi6 contained in Table 1, the final forms 
necessary for the evaluation of the qim and G,„ may be ex­
pressed as 

3 Testing of the Exact Numerical Solutions 

Evaluation of the accuracy of the numerical solution of the 
triple integrals involved can be achieved by using the com­
puter program to make predictions for an idealized enclosure 
for which exact analytical solution of the integrals is possible. 
The idealized situation to be considered is that of a cubical 
enclosure of side length L, containing a medium of an optical 
thickness of unity (T0 =1) which is_in thermal equilibrium 
with its bounding walls [i.e., Ib{r) = /Aw(r lv)= 1]. 

For the exact analytical solution on the idealized enclosure 
problem, equations (8), (9), and (10) reduce to the integrals of 

Table 2 Expressions for the analytical values of components of 
dimensionless radiative flux density vector and the dimensionless 
intensity of total incident radiation 

m 

ni 

''2 

R3 

% 
D5 

\ 

b 

al 

a3 

B, 
B3 

Y1 

^3 

fjfb.c.d.e) 
1 
2 

c 

a2 

a4 

2̂ 

B4 

~<2 

Y4 

{sinb tan~ 

d 

Y1 

Y2 

a1 

a2 

", 
h 

1, 
(CO 

td 

e 

Y4 

Y3 

a4 

a3 

\ 
B3 

cosb) 

-£, 
£, 
£3 

f3 

"£2 

£2 

•• tan 

-£2 

£2 

"£, 
£, 
E3 

£3 

(cote cosb) 

£3 

£3 

"£2 

£2 

"£, 
£! 

G 

h 
h 
h 
£4 

£4 

£4 

+ s inc [ tan (cotd cose) + tan (cote cose)] 

+ cosd[tan Ctanb sind) + tan (tanc s ind)] 

+ cose[tan (tanb sine) + tan (tanc s ine ) ]} 

f ? ( b , c , d , e ) = y {cosc[tan (cotd cose) + tan (cote cose)] 

-cosb[ tan (cotd cosb) + tan (cote cosb)]} 

f , ( b , c , d , e ) = -j {s ind[tan (tanb sind) + tan (tanc s ind)] 

- s i n e [tan (tanb sine) + tan (tanc s ine ) ]} 

f , ( b , c , d , e ) = s in (sinb cosd) + sin (sine c c d ) 

+ s in (sinb cose) + s in (sine cose) 

some trigonometric functions as the sum of the intensities 
becomes equal to unity. The resulting expressions for the 
analytical values of qx, qy, qz, and G for all six solid angles 
are shown in Table 2. 

The value of the radiative energy source term Q(fx) may be 
obtained by using equation (7). 

For the exact numerical evaluation of the triple integrals, 
the simplest numerical integration procedure, Simpson's 1/3 
rule, was adopted. In order to assess the effect of fineness of 
subdivisions on the predicted results, several magnitudes of 
subdivisions were employed. These were 10, 5, 2.5, and 1 deg 

"*-G„,(r,) 

*qXm(r\) 

•XQymtfl) 

jrqzmtfi) J 

"TGm(r,) 

J(*,)i J(«,)i 

J(*„) l J (6 , ) 1 J ( " , ) i 

1> 

r 1 "̂  

r n 
i, 

[}wm{.ruei),4>1)) + IGm{ru6ll,^n)}smd7lderld^ri 

m=l,2 

[/.m,(^,0,><^) + ^Gm(':i>0,>'Msin0,tf0,tf</>,, 

m = 3,4 

Um„{r\ ,5,,*,) + W ' I ,0„,</>„)]sin 0 / 0 , ety, 

m = 5,6 

(8) 

(9) 

(10) 
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for the angular integrals. For the spatial integrals the number 
of subdivisions tested were 40 and 80. 

Analytical and numerical values of the components of the 
dimensionless radiative flux density vector and the radiative 
energy source term have been compared from two points of 
view: (/') the location of the point with respect to the bounding 
walls, (ii) the fineness of subdivisions in angular and spatial 
integrals of numerical solution necessary to produce good 
agreement between the analytical and numerical results. 

To achieve the former, three points of interest have been 
chosen: (/') a medium point in the center of the enclosure 
(x = 0, y = 0, z = 0); (ii) a medium point adjacent to one wall, 
to be referred to as a face point (x=l, y = 0, z = 0); (Hi) a 
medium point near a corner of the enclosure (x = 0.95, 
^ = 0.95, z = 0.95). Points (/) and (ii) represent the grid points 
resulting from the control volume approach used in complete 
prediction procedures [19] in which the flux models are used 
for modeling the radiation field. Point (Hi) provides a more 
severe test with regard to the magnitudes of subdivisions 
required as the size of the interval in space coordinates 
depends upon the location of the point in the enclosure and 
the direction which is fixed by the polar and azimuthal angles. 

The latter object has been achieved by running the com­
puter program at the points of interest for several subdivisions 
in d, (j>, and S. Comparison of the analytical and numerical 
values of all the radiation variables for all medium points of 
interest has shown that the computer program is logically 
correct and exact agreement to the fourth figure after the 
decimal point can be produced for all points if each spatial 
integral is based on 40 subdivisions and 1-deg subdivisions are 
employed for the angular integrals. 

4 Application to Data on a Large-Scale Experimental 
Furnace 

The experimental furnace under consideration is 
horizontal, of tunnel type with a square cross section. It is 
fired horizontally from the center of the left end wall, which is 
the burner end wall, with a mixture of oil and gas, and with no 
swirl, and operates at atmospheric pressure. The four side 
walls are water cooled, and the burner and back end walls are 
refractory. 

4.1 Effect of Symmetries on Calculations. The origin of 
the space coordinates is taken to be at the center of the rec­
tangular parallelepiped-shaped experimental furnace. The z 
axis is assumed to run horizontally between the centers of the 
two end walls, and the x and y coordinates then define 
position within each square cross section normal to the z axis. 
As the burner is fired along the z axis, the variation of the gas 
and wall temperatures about this axis is found symmetrical, 
and identical in both the x and y directions. For such an 
enclosure, it is only necessary to calculate the values of the 
components of the radiative flux density vector and radiative 
energy source term for 1/8 of the cross section. 

4.2 General Form of Gas Temperature Distribution. In 
the experimental furnace the peak temperature occurs on the 
axis of symmetry along which the burner is fired. This 
maximum temperature (Tmax) is chosen as the reference value 
T0, thus producing maximum dimensionless temperature, 
black-body emissive power and intensity within the enclosure 
all equal to unity. 

Temperature measurements within an experimental furnace 
are always carried out on a discrete grid of points. However, 
for numerical evaluation of the exact solution integrals, it is 
necessary to know the temperature at any point within the 
enclosed medium or on the interior bounding surface. This 
can be most conveniently achieved by fitting a general func­
tional form which approximates reasonably to the tem­
peratures at the points of measurement, and also permits 
prediction of. temperature at all intermediate points. 

Variation of gas temperature in a furnace of square cross 
section which is axially fired and symmetrically cooled about 
the axis of firing can be represented by 

fa(x,y,z) - [«(« ' ) - TeW/R) +fe (11) 

where fG is the dimensionless absolute temperature of the 
medium, which has a maximum value of unity within the 
enclosure due to the selection of the maximum gas tem­
perature as the reference temperature T0. f(r/R) is the func­
tional form employed for the representation of gas tem­
perature in the circular region (R = Lx=Ly) tangent to the side 
walls of the furnace. Outside the circular region the dimen­
sionless gas temperature is assumed to be the same at all 
points and equal to the exit gas temperature Te. This 
assumption is consistent with the real physical situation 
encountered when the burning jet does not spread rapidly 
enough to touch the side walls of the enclosure, and recir­
culation then commences at the back wall because the exit 
orifice in the wall is smaller than the jet diameter, z' is the 
dimensionless distance ( = z/Lz) and a(z') is the as yet un­
specified form accounting for the gas temperature variation 
along the furnace axis. 

4.3 Cross-Sectional Variation of Gas Temperature. 
Cross-sectional gas temperature distribution can be 
represented by a bell-shaped curve which satisfies the 
following conditions 

fa=a(z') at r = 0 (12) 

dfG/dr = 0 at r = 0 (13) 

Ta = fe at r = R (14) 

dfG/dr = 0 at r = R (15) 

Equation (13) expresses the fact that the gas temperature 
reaches a peak on the axis of symmetry of the furnace; 
equation (14) ensures that the gas temperatures fall to the 
uniform surrounding temperature Te at all points on the 
circumference of the circle of radius R; equation (15) causes 
the curved profile within the circle to join smoothly on the flat 
profile outside the circle. 

By using equation (11), conditions represented by equations 
(12-15) can be re-expressed in terms of the unspecified 
function f(r/R), as shown below 

f(r/R)=\ at r = 0 (16) 

^-[f(r/R)]=0 at r = 0 (17) 
dr 

f(r/R) = 0 at r = R (18) 

~W/R)]=Q at r=R (19) 
dr 

One possible functional form which can be assumed is a 
third-order polynomial in (r/R), the coefficients of which can 
be determined by satisfying the conditions represented by 
equations (16-19). The resulting relationship for the cross-
sectional variation of gas temperature then becomes 

f(r/R) = 1 - 3(r/R)2 + 2(r/R)1 (20) 

4.4 Axial Variation of Gas Temperature. Gas temperature 
measured on the furnace axis rises steeply from its inlet value, 
passes through a maximum, and then decreases continuously 
toward the exit. Mathematically, this type of variation can be 
represented by two cubics; one in the range - 1 ^ z' = - z ^ i > 
and the other in the range -z'm!ix = z' = 1, z'mm denoting the 
position of the maximum temperature. The coefficients of the 
former cubic can be determined by satisfying the conditions 

a= fj and da/dz' =d{ at z' = - 1 (21) 

a= 1 and da/dz' =0 at z' = -z^RX (22) 

where f\ is the dimensionless axial temperature, and d, is the 
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slope of the axial temperature curve at the furnace inlet. If the 
cubic is made to satisfy the specified conditions, the resulting 
relationship can be expressed in the form 

a(z')=l + [di(l-z;mx)-3(l-Ti)] 

Table 3 Dimensionless data fed to the exact solution program 

+ K ( i - ^ a x ) - 2 ( i - r , 

( ^ "•" ^max \ 

l - ? m a x > 

' \ i / ** ^max \ 

\ T-z' / (23) 

For a furnace in which combustion takes place very rapidly 
in the neighborhood of the burners, the maximum axial 
temperature occurs close to the burner wall, and the cubic 
represented by equation (23) is compressed into a very short 
z' range. This situation occurs in the experimental furnace 
considered. It has been found by the present author that the 
measured temperatures in this region of very rapid variation 
can be better represented by the cubic if, instead of using the 
measured inlet slope, the value of dt is chosen to produce a 
point of inflection at the peak. That is, if d, is selected so that 

d2a 
——2 =0 at z = -zmm (24) 

Equation (23) is found to satisfy this condition if 

Gf,= 3 ( l - f , ) / ( l - z ; a x ) (25) 

and equation (23) then simplifies to the form 

'A i-z' / for — 1 — 7' — —7' 
VKJV L — <> — ^ m a x 

a(z')=l+(l-Ti 
\ i — z / 

(26) 
The coefficients of the second cubic are determined by 

satisfying the conditions 

a=\ and daldz' =0 at z ' = -Zmax (27) 

••T. and da/dz'=d„ 

at 

at z' = l (28) 

where de is the slope of the axial temperature curve at the 
furnace exit. The resulting cubic can be expressed in the form 

a{z') = \-[de{\+z'mm) + l{\-te)](Z-~^) 

ior Zmax = z (29) 

By using the data reported [18] for (/) the furnace dimen­
sions, (if) the location of the maximum gas temperature, (/'//) 
the inlet, exit, and maximum gas temperatures, and (iv) the 
slope of the axial temperature curve at the furnace exit, the 
temperature of the gases at any point within the enclosure 
considered can be calculated by using equations (11) and (20), 
together with either of equations (26) and (29) depending on 
the z ' value of the point under consideration. 

4.5 Numerical Data From the Experimental Furnace. In 
addition to the numerical data required for calculation of gas 
temperature distribution, input data are also required for the 
wall temperatures and the absorption coefficient of the en­
closed medium. Table 3 shows the complete dimensionless 
data obtained from the reported work [18] on the ex­
perimental furnace and used as input data for the exact 
solution computer program. 

4.6 Solution Procedure. As the problem involves steep 
gradients in gas temperature distribution, the computer 
program developed for the evaluation of exact point values of 
the components of the radiative flux density and of radiative 
energy source term and tested on an idealized enclosure 
problem has been retested for the effect of fineness of the 

Dimens ions of t h e f u r n a c e 

O p t i c a l t h i c k n e s s 

Wall b l a c k - b o d y i n t e n s i t i e s 

Gas t e m p e r a t u r e s 

P o s i t i o n of t h e peak 

S l o p e of gas t e m p e r a t u r e 

d i s t r i b u t i o n a t f u r n a c e e x i t 

L = 1 , L = 1 , L = 6 
x y z 

T = 1/6 
0 

( I , ) . . = 0 .0020 
bw s i d e 

( I . ) . = 0 .0574 
bw b u r n e r 

( I , ) , = 0 .0167 
bw end 

T. = 0 .1775 
I 

T? = 0 .6222 
e 

* - 1 

max 

z ' - 0 . 8 

d - - 0 .220 
e 

Reference values used to make the experimental data dimensionless: 

L - 0.48 m, T - 1673 1 

Table 4 Exact point 
medium 

values of dimensionless source term in the 

s 
3 ( 0 . 2 5 , 0 . 2 5 , z ) 

3 < 0 . 7 5 , 0 . 2 5 , z ) 

i j ( 0 . 7 5 , 0 . 7 5 , 2 ) 

z 

3 ( 0 . 2 5 , 0 . 2 5 , z ) 

3 ( 0 . 7 5 , 0 . 2 5 , z ) 

3 ( 0 . 7 5 , 0 . 7 5 , 2 

z 

? j ( 0 . 2 5 , 0 . 2 5 , 2 ) 

3 ( 0 . 7 5 , 0 . 2 5 , 2 ) 

3 ( 0 . 7 5 , 0 . 7 5 , 2 ) 

- 5 . 7 5 

0.0493 

0.0667 

0.0734 

- 1 . 7 5 

0.3012 

0.0915 

0.0734 

2.25 

0.1622 

0.0859 

0.0782 

- 5 . 2 5 

0 .3115 

0 .0930 

0 .0741 

- 1 .25 

0 .2846 

0 .0910 

0 .0739 

2 .75 

0 .1471 

0 .0850 

0 .0788 

- 4 . 7 5 

0 .3602 

0.0948 

0.0731 

- 0 . 7 5 

0 .2670 

0.0904 

0.0745 

3.25 

0.1331 

0.0842 

0.0795 

- 4 . 2 5 

0.3567 

0.0939 

0 .0725 

- 0 . 2 5 

0.2490 

0.0898 

0.0750 

3.75 

0.1203 

0.0834 

0.0801 

- 3 . 7 5 

0 .3506 

0.0933 

0 .0724 

0 .25 

0 .2308 

0 .0890 

0 .0757 

4 .25 

0.1087 

0 .0826 

0.0807 

- 3 . 2 5 

0 .3417 

0 .0929 

0.0724 

0 .75 

0 .2128 

0 .0883 

0.0763 

4 . 7 5 

0 .0983 

0 .0820 

0 .0814 

- 2 . 7 5 

0 .3302 

0.0925 

0 .0726 

1 -25 

0 .1952 

0.0876 

0 .0769 

5.25 

0.0893 

0 .0816 

0 .0823 

- 2 . 2 5 

0.3166 

0.0920 

0.0730 

1.75 

0.1783 

0.0867 

0.0776 

5.75 

0.0824 

0.0818 

0.0834 

spatial and angular subdivisions, by running it with the 
specified input data for finer and finer subdivisions. It has 
been noted that the accuracy achieved on the idealized en­
closure problem was obtainable only at the expense of ex­
cessive computing times. Therefore, recourse has been made 
to a more economical numerical integration procedure, i.e., 
Gauss-Legendre integration. It has been found that 16-point 
Gaussian was a compromise between the accuracy and 
computing time and produced a minimum of five-figure 
accuracy after the decimal point. 

In order that the exact solutions produced can be used for 
future testing of predictions of various flux models, 1/4 of the 
larger-scale furnace has been subdivided into 2 x 2 x 2 4 
control volumes in x, y, and z directions, respectively. Exact 
solutions have been produced for medium grid points which 
lie at the geometrical center of each control volume and 
surface grid points which lie in the center of each control 
volume face in contact with the walls of the enclosure. 

5 Results and Discussion 

Exact expressions for point values of the dimensionless 
radiative flux density and the radiative energy source term, 
formulated in the previous sections, have been solved 
numerically for 2 x 2 x 2 4 medium grid points in 1/4 of the 
large-scale experimental furnace. The point values of the 
radiation variables have been evaluated by employing 16-
point Gaussian spacing for the two angular and one spatial 
integrals. 
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Table 5 Exact point values of dimensionless flux densities to the side 
wall 

z 

qx(l,0.25,z) 

^(1,0.75,*) 

z 

qx(1,0.25,z) 

qx(l,0.75,z) 

z 

q (1,0.25,z) 

q (1,0.75,z) 

-5.75 

0.0642 

0.0530 

-1.75 

0.0795 

0.0601 

Z.25 

0.0583 

0.0466 

-5.25 

0.0753 

0.0571 

-1 .25 

0.077! 

0.0586 

2.75 

0.0557 

0.0450 

-4.75 

0.0824 

0.0611 

-0.75 

0.0746 

0.O57O 

3.25 

0.0533 

0.3434 

-4.25 

0.0850 

0.0630 

-.025 

0.0719 

0.0553 

3.75 

0.0510 

0.0418 

-3.75 

0.0855 

0.0635 

0.25 

0.0691 

0.0536 

4.25 

0.0487 

0.0402 

-3.25 

0.0848 

0.0633 

0.75 

0.0663 

0.0518 

4.75 

0.0463 

0.0385 

-2.75 

0.0834 

0.0625 

1.25 

0.0636 

0.0500 

5.25 

0.0433 

0.0362 

-2.25 

0.0816 

0.0614 

1.75 

0.0609 

0.0483 

5.75 

0.0378 

0.0322 

Table 4 shows the exact point values of dimensionless 
source term evaluated for points (x = 0.25, j?=0.25, z), 
(i = 0.75, J? = 0.25, z), and (x = 0.75, j» = 0.75, z). Points 
(x = 0.25, _y = 0.25, z) represent the points at the center of the 
row of control volumes nearest to the furnace axis. It can be 
noted that the exact source term distribution follows the 
physically expected trend, rising steeply from the burner wall 
onward, going through a maximum and decreasing con­
tinuously toward the exit. The maximum of the source term 
distribution occurs at the same location as the maximum of 
temperature distribution. The grid points (.£ = 0.75, _y = 0.25, 
2) and (x = 0.75, j> = 0.75, z) represent the medium points 
nearer to the side wall and near the corner of the furnace 
respectively. It can be seen that the source term values get 
lower as the walls are approached and near the corner of the 
enclosure the source term values are almost the same along the 
length of the furnace. This is consistent with the uniform 
temperatures in the medium near the corner of the enclosure. 

Exact values of the dimensionless flux density to the side 
wall in positive x direction have been calculated and are 
shown in Table 5. Points (x=l, y = 0.25, z) and ( i = l , 
v = 0.75, z) represent points near the center of the face and 
near the corner of the face respectively. It can be seen that the 
source term values get lower as the walls are approached and 
near the corner of the enclosure the source term values are 
almost the same along the length of the furnace. This is 
consistent with the uniform temperatures in the medium near 
the corner of the enclosure. 

Exact values of the dimensionless flux density to the side 
wall in positive x direction have been calculated and are 
shown in Table 5. Points (jf=l, 7 = 0.25, z) and ( i = l , 
7 = 0.75, z) represent points near the center of the face and 
near the corner of the face respectively. It can be noted that 
exact values increase as the gas temperature rises, and 
decrease as it falls continuously towards the exit. 

To provide a global check of the accuracy of the exact 
solutions, the total rate of removal of radiative energy 
through the walls and the total rate of generation of radiative 
energy within the enclosed medium have been evaluated using 
the exact values of normal radiative flux density at surface 
grid points and the radiative energy source term at medium 
grid points. Total rate of generation and removal of radiative 
energy were found to be the same and equal to 1.424. 

5 Conclusions 

Exact expressions for the distributions of the components 
of radiative flux density vector and the radiative energy source 
term in terms of wall and medium temperature distributions 
have been formulated for an emitting-absorbing medium of 
constant properties bounded by black walls of a box-shaped 
enclosure. These expressions are in the form of sums of triple 
integrals with respect to one spatial and two angular coor­
dinates. The accuracy of numerical solutions has been tested 
on an idealized enclosure for which exact analytical solution 

of the triple integrals is possible. The idealized situation is that 
of a cubical enclosure containing a medium of optical 
thickness of unity in thermal equilibrium with its bounding 
walls. Good accuracy has been obtained. Exact expressions 
have then been applied to data previously reported on a box-
shaped large-scale experimental furnace. Data are charac­
terized by highly nonuniform gas temperature distribution 
typical of an operating furnace. Exact solutions obtained are 
limited to rectangular parallelepiped-shaped enclosures 
containing a grey medium with steep temperature gradients 
bounded by black walls and the specific input data utilized. 

The use of exact solutions for testing purposes provides a 
means for assessing the accuracy of predictions of ap­
proximate radiation models in isolation from the models of 
flow and reaction and removes the necessity for building and 
operating expensive experimental rigs to produce measured 
values. 

In papers to follow, the exact solutions produced will be 
used as a basis for comparative testing of various previously 
published flux models. 
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Pool Boiling Heat Transfer in 
Narrow Horizontal Annular 
Crevices 
Experimental results of the pool boiling in horizontal narrow annuli are reported. 
The effects of fluid properties, pool subcooling, crevice length, and gap size on the 
boiling behavior and the critical heat flux (CHF) are also studied. The CHF 
decreases with decreasing gap size or increasing length of the annuli. The lower 
CHF of narrow crevices may be explained by the thin film evaporation. A semi-
empirical correlation is established for the CHF of pool boiling in horizontal 
confined spaces. This correlation is compared with the CHF data of the present 
experiment. Satisfactory agreement is obtained. 

Introduction 
Boiling at the shell side of tube-and-shell heat exchangers, 

evaporators, and reboilers in the power and chemical 
processing devices has received substantial attention in the 
past. Boiling may also occur in the annular crevice between 
the baffle plate and the heating tube. The boiling phenomena 
and the critical heat flux in confined vertical annuli with 
closed bottom have been studied by Yao and Chang [1, 2]. 
The forced convective boiling in vertical confined annuli has 
been studied by Hung and Yao [3]. Presently, the boiling 
phenomena and the critical heat flux of confined annuli at 
horizontal orientation are studied in this paper. 

Saturated pool nucleate boiling on single tubes and 
horizontal plates has been extensively studied. Interest has 
been extended to nucleate boiling heat transfer in restricted 
geometries. Katto and Yokoya [4, 5] and Katto et al. [6] 
investigated the nucleate pool boiling between two restricted 
horizontal plates. A movable artificial restriction, which is an 
optical assembly including an interference plate and a device 
for observation, was placed above the heated surface. It was 
found that the CHF decreased with decreasing gap size. At the 
same heat flux, the wall temperature is invariable while the 
interference plate is placed comparatively apart from the 
heated surface (with gap size larger than 2.0 mm), but the wall 
temperature falls as the gap size is reduced and thereafter rises 
when the gap size is reduced further. The dryout mechanism is 
suggested as a phenomenon occurring when there is an im­
balance between the consumption of the liquid by evaporation 
on heated surface and the supply of liquid through the in­
termittent jetting of vapor. 

Improved heat transfer characteristics with the restriction 
might be attributed to an increase in the heat transfer coef­
ficient due to vaporization from the thin liquid film on the 
heating surface [4,7] or increased bubble activity [8]. Jensen, 
Cooper, and Bergles [7] performed experiments of saturated 
water pool boiling at atmospheric pressure in horizontal 
annuli utilizing an electrically heated inner surface. Crevice 
heat transfer coefficients were as much as 230 percent greater 
than those measured for conventional pool boiling. The in­
crease in the heat transfer was explained by the thin film 
evaporation. The critical heat flux was found to be directly 
proportional to the gap size and inversely proportional to the 
length of annulus. However, Jensen et al. [7] did not report 
detailed visual observations in the narrow crevice. 

As for the visual investigation of pool boiling phenomena, 
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the existing literature is very limited. Ishibashi and Nishikawa 
[9] studied the saturated pool boiling heat transfer in a ver­
tical narrow annulus with both ends open. They observed that 
there is a remarkable difference of heat transfer between the 
coalesced bubble regime and the isolated bubble regime. 
These regimes were separated by a critical gap size, which 
varied with fluid properties. The isolated bubble regime was 
present in larger crevices. Below the critical crevice dimen­
sion, the coalesced bubble regime was observed. Yao and 
Chang [1] presented a series of systematic investigations of 
pool boiling heat transfer in vertical narrow annuli with 
closed bottoms. They found that the Bond number is im­
portant in characterizing the boiling behavior in confined 
spaces. However, no systematic visual observations of pool 
boiling heat transfer in horizontal narrow annuli can be found 
in open literature. 

The objectives of this paper are to establish a systematic 
data base of pool boiling heat transfer in horizontal annuli 
with various working fluids and provide the explanation of 
the physical phenomena; and to develop a correction for the 
CHF prediction in horizontal annular crevices. 

Experimental Apparatus and Procedure 

The liquid pool is established in a Pyrex tube of 101.6 mm 
i.d. and 457.5 mm length with both ends closed. Temperature 
of the pool is maintained by an immersion heater, which is 
adjusted by a Variac. The system is kept at atmospheric 
pressure and monitored by a pressure gauge. The generated 
vapor in the experiments is released and condensed before 
flowing back to the equalizer. 

A schematic of the test section is shown in Fig. 1. The 
heated section is a stainless steel 304 seamless tubing with 0.71 
mm wall thickness, 25.4 mm o.d., and 101.6 mm heated 
length. The direct current passing through the heated tube is 
provided by two d-c power supplies of different capacities. 

The hollow quartz cylinders are ground to an o.d. of 63.5 
mm with i.d. 26.04, 27.00, and 30.56 mm, respectively, to 
form different gap sizes with respect to the heated tube with 
the use of spacers. Both the inside and the outside surfaces of 
the quartz are polished to a 50-80 finish to permit visual 
observation of the annular crevice. Four types of annuli are 
formed in the present experiments. Three of them are 76.2 
mm long with the gap sizes of 0.32, 0.80, and 2.58 mm, 
respectively. The fourth annulus is 25.4 mm long with a gap 
size of 0.32 mm. Due to the symmetry, a long annulus could 
also be considered as an approximation of an annular crevice 
with one end closed at the tube sheet but only half the length. 

A pair of J-type stainless-steel-sheathed, ungrounded 
thermocouples of 0.81 mm diameter are pressed against the 
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Fig. 1 Schematic of test section 

inner wall by plate springs with a force of 2.6N. The location 
of the thermocouples can be traversed axially or rotated 
circumferentially. The outer surface temperature of the tube 
is calculated based upon one-dimensional steady-state heat 
conduction [10, 11], The heated surface is polished before 
each test with a #320 sandpaper. The calibrated ther­
mocouples are recorded by an Accurex Autodata Tem­
perature Logger (model Ten/5) with the accuracy of ±0.1 °C. 

Before each experiment the test section is preheated and 
preboiled for at least one hour at a low heat flux. The 
preheating for water test required much longer time than 
other fluids to remove the entrapped air bubbles. The steady-
state data are taken after 3 min for any change of heat flux. 
When the critical heat flux is reached a temperature excursion 
occurs. The heating power is terminated before the surface 
temperature reaches more than 120°C. 

Results and Discussion 

The experiments are performed with freon-113, acetone, 
and distilled water at atmospheric pressure. The effects of 
fluid properties, gap size, crevice length, and subcooling on 
boiling curves and critical heat flux have been investigated. 
Circumferential wall temperature distributions are measured. 
In all the experiments, the dryout starts at the top-center point 
of the heated tube. This is because at very high heat flux the 
top-center portion is difficult to rewet by incoming liquid [7, 

12]. Therefore, all the data in the present report are measured 
with the movable thermocouple at the top-center position of 
the heated tube. In addition to these measurements, a 16 mm 
color movie series is edited as a record of the observations. 

In this section, the characteristics of the boiling curves will 
be reported in detail. Then the effects of measuring location, 
crevice length, and pool subcooling will be discussed. The 
results of line-contact configuration are also presented. 
Finally, a semi-empirical formula is proposed for critical heat 
flux predictions. 

(a) Characteristics of the Boiling Curves 

Single-Phase Natural Convection. The natural convection 
around a horizontal heated circular cylinder in the range (104 

<Gr<3 x 108) was studied by Hermann [13] and Jodlbauer 
[14]. They concluded that the Nusselt number is proportional 
to (Gr)1/4, where Gr is based on the diameter of cylinder. That 
is, the heat flux q is proportional to (Tw - r„)5/4. Therefore, 
the relationship becomes 

q = C(Tw-Ts,l)
i (1) 

The experimental data of single-phase natural convection 
of a free single tube without restriction in saturated freon-113 
before boiling inception is shown as the "open tube" symbols 
in Fig. 2. The C value in equation (1) is found to be 0.125 for 
freon-113. 

Bo 

C 

CHF 
d, 

f 
Gr 

g 
L 

mg 

Q 

Qcm 
<?kut 

= Bond number for the gap, 
defined in equation (2) 

= a constant defined in 
equation (1) 

= critical heat flux 
= outside diameter of the 

heated tube (mm) 
= two-phase friction factor 
= Grashof number, P\g(Tw — 

Ta)d)/v} 
= acceleration of gravity (m/s2) 
= length of the crevice (mm) 
= mass flow rate, defined in 

equation (5) (kg/s) 
= heat flux (kW/m2) 
= critical heat flux (kW/m2) 
= critical heat flux predicted by 

Kutateladze's correlation for 
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Ar s a t 
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a horizontal wire, defined in 
equation (9) (kW/m2) 

= dj/b 
= ambient temperature (°C) 
= saturated temperature of the 

fluid (°C) 
= -* w "~" -* sat \ w 
= wall temperature of the 

heated tube (°C) 
= vapor velocity at the exit of 

the crevice (m/s) 
= width of baffle, defined in [7] 

(mm) 
= coordinate measured in axial 

direction, defined in Fig. 
10(a) 

= mean void fraction, the range 
between 0 and 1 

0i 

8 

X 

fig 

/*/ 

v, 

Op 

Pi 

Pn 

a 

= thermal expansion coefficient 
of liquid ("C"1) 

= gap thickness of the crevice 
(mm) 

= latent heat of vaporization 
(J/kg) 

= viscosity of vapor phase 
(kg/ms) 

= viscosity of liquid phase 
(kg/ms) 

= kinematic viscosity of liquid 
(m2/s) 

= angle measured from the top 
of the heated tube (deg) 

= density of liquid phase 
(kg/m3) 

= density of vapor phase 
(kg/m3) 

= surface tension of liquid 
phase (N/m) 
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Boiling Inception. When heat flux is increased an 
overshoot of the wall superheat beyond saturation happens 
before the inception of the boiling. In the present experiment 
two different kinds of incipient boiling are observed: local 
incipient boiling which stays at the top of the heated tube, and 
the overall incipient boiling which propagates simultaneously 
over the whole tube. 

For the tests of freon-113 and acetone with 2.58 mm gap 
size and open tube, the local incipient boiling occurs first, 
then the overall boiling happens at a higher heat flux. For the 
tests using distilled water the phenomenon of local incipient 
boiling is usually not observed. The stability of the local 
incipient boiling in horizontal annular crevices could be 
related to their Bond number, which relates the gap size and 
the capillary constant (see Table 1). 

Bo = (2) 
Wg(Pl-Pg)]

l/1 

Before the boiling inception, the top portion of the heated 
tube, where the temperature is comparatively high, will be 
more likely to initiate the boiling. For the case of Bo > 1.0, 
after boiling inception the bubbles are close to spherical and 
they flow away easily. When the heat flux is gradually in­
creased, the bubbles, may also be initiated at the bottom 
portion of the tube in which overall boiling occurs. 

For the case of Bo < 1.0, the generated bubbles are usually 
deformed in the gap. This phenomenon is also observed in [1]. 
During the boiling inception the bubbles expand into the form 
of isolated-deformed bubbles and propagate in the gap. Then 
they coalesce over the whole heated surface. Therefore, only 
the overall boiling inception is observed. 

Nucleate Pool Boiling. At nucleate boiling the tem­
perature profile on the tube is found to be rather uniform. 
The nucleate boiling curves of the experiments are shown in 
Figs. 3, 4, and 5. At a same heat flux, the wall temperature is 
decreased with decreasing gap sizes except for the cases of 
acetone and distilled water with the smallest gap of 0.32 mm. 

The shaded area in these figures denotes the range of wall 
temperature oscillations. 

The increased heat transfer within the narrow crevices 
might be attributed to the increased bubbble activity [8] and 
the vaporization of the thin film on the heated surface [7, 9]. 
In confined spaces, at a fixed heat flux, the mass of vapor 
generated is constant so that with decreasing gap size higher 
vapor velocities are induced. With the increased vapor 
velocities, the shear stress on the liquid film at the heated 
surface increases and the liquid film is reduced in thickness. 
Since the major heat transfer resistance is the heat conduction 
across the liquid film, the reduced film thickness increases the 
heat transfer coefficient. 

In the present experiments of acetone and distilled water 
with gap size of 0.32 mm and high heat flux, the wall tem­
perature is higher than that in the cases of gap sizes of 0.80 
and 2.38 mm as shown in Figs. 4 and 5. This is because the 
intermittency of partial dryout and rewetting due to fluid 
oscillation leads to a wall temperature oscillation (shaded area 
in figures) and a higher wall temperature. It is interesting to 
point out that the wall temperature oscillation occurs when 
the Bond number is less than 0.3 while the bubbles are 
deformed severely in the crevices. Similar phenomenon has 
been observed by Katto et al. [4], Jensen et al. [7], and Yao et 
al. [1]. 

Critical Heat Flux. The critical heat flux of a tube without 
restriction is not obtained due to the limitation of the power 
supply in the experiment. At high heat fluxes, because of the 
space restriction, numerous coalesced vapor bubbles occur, 
grow, and spread over the top portion of the heated surface. 
The top portion of the heated surface is therefore wet by a 
thin liquid film while the vaporization takes place and liquid 
can not be supplied easily to the heated surface. The bubbles 
grow continuously until one of the following two situations 
occurs: The liquid film underneath the expanding bubble 
evaporates completely and thereby terminates the driving 
force for growth, or the bubble grows to such a size that it 
extends beyond the edge of the restriction. Then the buoyancy 
causes the bubble to detach from the crevice. Eventually more 
liquid flows into the crevice and rewets the top portion of the 
surface. The same cycle starts again. As the heat flux is in­
creased, dry spots begin to appear at the end of the cycle. The 
vapor flow becomes rather steady with small amount of 
oscillation imposed upon it. The steady flow is driven by the 
natural convective type buoyancy of the two-phase mixture in 
the crevice; the oscillation is related to the bubble detachment 
at the edge of the crevice. If liquid does not rewet the surface 
within a certain time, the temperature of the dried portion 
may become high enough to initiate dryout earlier in the next 
cycle. Therefore, the CHF occurs. With the fluid circulation 
retarded when the gap is reduced, rewetting of the heated 
surface will be more difficult and the CHF becomes lower. 
The present CHF data at saturated condition are listed in 
Table 1. 

(b) Effect of Measuring Location. Typical boiling 
curves measured at the top and the bottom positions of the 
heated tube are compared in Fig. 6. This is the case in which 
Bond number is less than unity and overall boiling occurs in 
the gap at the boiling inception. Before the boiling inception 
the heat transfer at the bottom of the heated tube is higher. At 
the overall boiling inception, the temperature decrease at the 
top is more than that at the bottom. After the boiling in­
ception, the heat transfer at the top portion is dominated by 
thin film evaporation, and the heat transfer coefficient is 
therefore higher than that at the bottom. As heat flux is 
further increased, the thin liquid film underneath the squeezed 
bubbles may dry up easily. Finally, permanent dryout at the 
top may occur and an early CHF is reached. 
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(c) Effect of Crevice Length. In the experiments of 
freon-113 with gap size of 0.32 mm, as the length of crevice is 
decreased from 76.2 mm to 25.4 mm, the overall boiling curve 
is changed as shown in Fig. 7. The single-phase natural 
convective heat transfer of long crevice is lower than that of 
the short crevice due to the higher resistance of the flow. After 
the boiling inception, the local nucleate boiling heat transfer 
at the top-center of long crevice length is higher mainly 

Journal of Heat Transfer AUGUST 1985, Vol. 107/659 

Downloaded 18 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



2 X 1 0 

FREON - 1 13 

§«=0.32mm, S a t u r a t e d Condition 

a L = 7 6 . 2 m m 

A L = 2 5 . 4 m m 

J _ I J L 

10 4 6 8 10 

A T„ 

2 4 6 8 10 

Fig. 7 Boiling curves of S = 0.32 mm with various crevice lengths 

3 

2 

E 

x 8 

_ j 

f-
< 6 
LU 
I 

4 

0 
2 X 1 0 

_ 
S= 
D 

A 

-

~ 

-

I 

F R E O N - 1 1 3 

0.32mm, L= 76.2mm 
Saturation 

2 5 ' C Subcoollng 

^y £ 
I 
V 

{• 
i 

a 
I 
I 
1 
D 

I I 

f-

, 1 1 ,1 L,_ 
10 2 4 6 8 1 0 2 4 6 810 2 4 6 8 1 0 

A T „ „ . = T - T (*C) 
" s a t w sat 

F ig. 8 The effect of pool subcooling on nucleate boiling curve 

10 

8 

6 

4 

~ 
f= 

* a 

cr 

2 

10 

8 

6 

-

_ 

-

_ 

-

-

_ 
" 
— 

~" 

Ir 

i 

A 

jTs.t 

ta | I 4 ^ 

J^*PL 2 
j ^ R 6 q = 6 . 0 5 k w / m 

ffiyy9 A Permanent Dryout 
ioySA Zone Occurs at Top 

^ FREON-113 

Satura t ion 

L = 25 .4 mm 

n Concentr ic , 
8 = 0 . 3 2 mm 

A Line Contac t 
at Top 

I I L 

10 
8 

6 

4 

2 -

10 

4 X 1 0 1 e 8 1 0 " 

WALL TEMPERATURE Tw 

Fig. 9 Boiling curve of line-contact at the top of heated tube 

(°c> 

because the heat transfer at the top is dominated by thin film 
evaporation. At higher heat flux, it is difficult to rewet the 
top-center portion of the long crevice, then the CHF of the 
longer crevice occurs at a lower heat flux. The wall tem­
perature oscillation of the long crevice is much less than that 
of the short crevice because the long vapor flow passage tends 
to stabilize the oscillation. 

(d) Effect of Pool Subcooling. In the subcooled tests, 
the quasi-steady pool temperature is kept at 25 °C subcooling 
with the crevice gap size of 0.32 mm. The boiling curve in 
subcooled conditions is compared with that of saturated 
condition in Fig. 8. As expected, at the same wall superheat, 
the heat flux is higher for subcooled boiling. 

(e) Boiling Curve of the Line-Contact Configuration. 
Figure 9 shows the boiling curve for the configuration of line-
contact of the heated tube and the quartz shroud at the top of 
the eccentric crevice. When heat flux is increased to 6.05 
kW/m2, a permanent dryout zone is observed at the top 
contacted location. According to the experimental results by 
Baum and Curlee [15], the occurrence of permanent dryout in 
some steam generators may lead to local chemical con­
centration buildup, and the consequent corrosion. As shown 
in Fig. 9, the heat flux, which leads to permanent dryout when 
a line-contact occurs, is much less than the CHF of the 
corresponding situation with concentric configuration of the 
annulus. On the other hand, due to the significant capillary 
effect and high flow-resistance near the contact line, the 
alternate wetting and drying does not occur, and at high heat 
flux the wall superheat is high but does not lead to an early 
critical heat flux. 

Since the CHF always occur at the top of the annular 
crevice, when the line-contact at bottom is considered the 
CHF will be expected to be higher than the concentric annulus 
condition. 
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Table 1 The range of Bond number and the CHF data in the present 
experiments 
Tube 

Operating Pressure 
Pool Temperature 

Working 
Fluid 

Freon-113 
Freon-1 13 
Freon-1 13 
Freon-113 
Acetone 
Acetone 
Acetone 
Acetone 
Distilled 
Water 

L 

(mm) 

76.2 
76.2 
76.2 
25.4 
76.2 
76.2 
76.2 
25.4 

76.2 

O.D. : 25.4 mm 
Thickness 
Material : 

: 0.71 mm 
Stainless Steel 

304 Seamless Tubing 
1 atm 
Saturation 
Ts.i = 4 7 - 6 C IF~ 

& 
(mm) 

0.32 
0.80 
2.58 
0.32 
0.32 
0.80 
2.58 
0.32 

0.32 

Bo 

0.30 
0.74 
2.38 
0.30 
0.20 
0.50 
1.60 
0.20 

0.13 

1 131. 56.2C 

E x P ' «CHF 

Ikw/m2] 

12.2 
27.8 
63.7 
35.7 
16.1 
55.0 

110.5 
94.7 

33.9 

(Acetone) 

PrSd <W 
(kw/m2) 

Ref. 7 

17.5 
3 6 6 
98.2 
41.5 
30.8 
64.6 

173.3 
73.2 

58.4 

P r e d «CHF 

lkw/m21 

Present 

9.5 
26.2 
63.0 
48.9 
11.3 
35.3 

100.3 
59.0 

43.6 

% Error 

Present 

-22.5 
-5.7 
-1.1 
37.2 

-29.6 
-35.8 

-9 .2 
-37.7 

28 8 

(J) Semi-empirical CHF Correlation. A correlation has 
been developed by Jensen et al. [7] relating the critical heat 
flux to the geometry of the horizontal tube-baffle crevice and 
fluid properties. Using a least-square fit, the following em­
pirical equation was obtained 

L4X^(r,+l)JL pg J LLJ 
A comparison of equation (3) with the present CHF data is 

shown in Table 1. The prediction of equation (3) shows 
satisfactory agreement with the present data for the small gap 
of 0.32 mm and the short crevice length of 25.4 mm, but this 
equation is not adequate for the long crevices. This is because 
the test conditions in [7] correspond to the cases of the small 
gap size and short crevice length in the present experiments. In 
order to predict the CHF in a wide range of the present data, a 
semi-empirical modeling is established. For this reason, a 
crude model will be established to lay out the relationship of 
various parameters. 

The schematic of the test section is shown in Fig. 10(a). Due 
to the symmetry, the analysis has only to apply for a quarter 
portion of the whole annulus. The flow channel for the 
present analysis is shown in Fig. 10(6). The gap size is 
generally assumed much smaller than the radius of heated 
tube such that the curvature of the crevice can be neglected. 
The present model is a simplified representation of a com­
plicated process, and is more realistic when the annular 
crevice is long. It is also important to point out that although 
the flow is oscillatory when the crevice is very narrow and the 
heat flux is low, the flow is usually steady when the CHF is 
approached (see Figs. 3, 4, 5, etc.). The flow channel of the 
crevice is split into two flattened regions as shown 
schematically in Fig. 10(6) with the additional assumptions: 

1 The flow is driven by the buoyancy in Region I, and 
balanced by the viscous drag force in Region II. (For long 
crevices, the viscous effect in Region I could be negligible due 
to the wide flow passage and low quality and velocity.) 

2 The fluid quality at the bottom of the annulus is zero. 
When the critical heat flux occurs the fluid quality at the 
upper exit of the annulus is unity. 

3 The overall cross-sectional area where the vapor flows 
out at the top portion of the annulus (Region II) is a constant. 
In the present study of a fixed tube diameter, it is observed 
from the movies that the smaller the annular gap the wider 
Region II. The flow vapor cross section is therefore set as 2a. 

Following assumptions (1) and (2), the balance of the 

(a) 

Heated Tube 

flow path 
•rrrrrrrr, i t \ i. 

(b) 

Region (II) 

Plane of Symmetry 

Fig. 10 Schematics of the model for the CHF prediction 

buoyant driving force and the frictional force can be ex­
pressed as 

«.<p,-p.M=x^ir^i (4) 
where a„ is the mean void fraction in Region I. In this 
analysis, we assume av = 1/2. 

The mass flow rate of the vapor at the exit is 

mg=pgvga (5) 

The critical heat flux can be obtained from the conservation 
of energy, that is 

mg\ = aCHF(-)(^f) (6) 

The vg used in equation (5) can be solved from equation (4). 
The mg of equation (5) is-then used in equation (6). Finally, 
the predicted CHF qCHV becomes 

An 
l(Pi-Pg)gdiPg}

W2WL]^\ 

This can be converted to 

(7) 

? C H F = J P ( / ) [ B O 1 / 2 ( ^ ) <7ku (8) 

(9) 

(10) 

where <7kut is the critical heat flux predicted by Kutateladze's 
correlation for a horizontal wire in liquid pool [16] 

qkM=Kl/2\pg>
/2[ag(p,-pg)]

m 

with the average value of Ki/2 set at 0.14. Also 

- 4a / 1 \ 1/2 

F(f)=uJ2\Kf) 
In the present data base the df is fixed. The F(f) is a func­

tion of the two-phase friction factor. The two-phase friction 
f ac to r / i s dependent upon p, and pg [17], and it is also af­
fected by Bond number for narrow annuli due to the severe 
bubble deformation in crevices. Therefore, the function Fcan 
be expressed in the nondimensional form 
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F{f)=F(^ , BO) (11) 
\ Pi / 

The semi-empirical function F was then determined from 
the best fit to the present data of experiments. That gives 

F(/) = 0.064 (—) (l-e- '-8 B o) (12) 
KPgJ 

Finally, the present semi-empirical correlation is obtained 
from equations (8), (9), and (12). 

Typically, the CHF of the studied crevices are one order of 
magnitude less than the CHF of open tubes predicted by 
Kutateladze. The experimental data and the prediction of this 
semi-empirical formulation have been compared in Table 1. 
The average error is 23 percent with a maximum error of 38 
percent. When the length of crevice is short the error tends to 
be bigger. This is because the applicability of the model and 
assumptions is more suitable for a long crevice. It is im­
portant to point out that this formulation is semi-empirical. 
Refinements could be made to the assumptions of the 
modeling, to further improve the generality of the results. 

Conclusions 

1 After the overall boiling inception, the boiling heat 
transfer at the top portion of the heated tube is possibly 
dominated by thin film evaporation. More effective nucleate 
boiling heat transfer is observed when the gap of crevices is 
reduced. The critical heat flux always occurs at the top-center 
point of the heated tube. The CHF decreases with decreasing 
gap size or increasing length of the annuli. The mechanism of 
CHF in confined spaces is related to the dryout of the thin 
liquid film on the heated surface. 

2 Sustained flow oscillation and wall temperature 
oscillation are observed in the tests of 0.32 mm gap size. This 
is due to the intermittency of partial dryout and rewetting in 
narrow crevices. 

3 Boiling phenomena of an eccentric annulus with the 
configuration of line-contact at the top of heated tube are 
investigated. A permanent dryout zone occurs at the top 
portion of the heated tube at low heat flux but it does not lead 
to early burnout due to the significant capillary effects at the 
contact line. 

4 The critical heat flux in the studied crevices is typically 
one order of magnitude less than that of a free tube. A model 
has been developed, and a semi-empirical correlation has been 

established. The comparison between this correlation and the 
present CHF data has been made with reasonable agreement. 
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Axially Varying Vapor Superheats 
in Convective Film Boiling 
Axially varying vapor superheats in convective film boiling have been measured for 
water flowing in a vertical tube at low to moderate pressures and mass flow rates. 
Using a slow "reflood" process, measurements of wall temperature and 
nonequilibrium vapor temperature were obtained as functions of distance from the 
quench front. With the low quench front velocity, the time required to progapate 
the front a few millimeters corresponds to many fluid residence times, and the 
thermal hydraulic data thus obtained are quasi-steady state. These experimental 
results indicate a zone near the quench front where the vapor generation rate is 
relatively high, followed by a far zone where the generation rate drops off to a 
relatively low magnitude. The data obtained agree with the very limited previously 
reported steady-state data. Comparison with existing heat transfer models shows 
the models give poor predictions of vapor superheats but reasonable predictions of 
wall heat fluxes. 

Introduction 

Convective boiling beyond critical heat flux (CHF) is en­
countered in such applications as cryogenic systems, 
metallurgical processing, steam generators, and nuclear 
reactor loss-of-coolant accidents. In a number of these 
situations, post-CHF boiling occurs with very high vapor void 
fractions wherein dispersed two-phase flow occurs in the 
heated channels. In this regime, termed convective film 
boiling, the two-phase mixture may exist in a nonequilibrium 
thermodynamic state with superheated vapor entraining drops 
or globules of saturated liquid. In this situation, the actual 
vapor quality is not equal to the thermodynamic equilibrium 
quality but is related to it by the following equation 

-^- = ^ (1) 
Xe iv(P,Tv)-ils 

Analysis of this two-phase heat transfer problem requires 
solution of the vapor continuity and energy equations, which 
in steady-state, one-dimensional form can be written as 

GdXa = TdZ (2) 

q':vPHdZ=GAifgdXc (3) 

In these equations, gamma (T) is defined as the volumetric 
vapor source term representing mass of liquid evaporated per 
unit time per unit mixture volume. 

At the present time, the state of knowledge is lacking in the 
constitutive relations required to estimate the magnitude of 
the vapor source term T. As noted by many researchers [1-5, 
16], the evaporative source intensity results from the 
simultaneous competitive heat transfer between the hot wall 
surfaces and the vapor and liquid phases, and between the 
superheated vapor and liquid phases. Preliminary models for 
estimating V have been proposed, including those of Saha [2] 
and of Webb and Chen [3]. The assessments of the available 
gamma models, and the development of improved models, 
are hampered by a lack of experimental data on the degree of 
thermodynamic nonequilibrium in convective film boiling. 

A number of experiments on convective film boiling have 
been conducted over the past twenty years. However, due to 
the extreme difficulty of measuring superheated vapor 
temperature in the presence of dispersed liquid, only a few 
attempts to quantify the degree of thermodynamic 
nonequilibrium have been reported. Mueller [4] and Polomic 

Contributed by the Heat Transfer Division and presented at the 21st National 
Heat Transfer Conference, Seattle, Washington, July 24-27, 1984. Manuscript 
received by the Heat Transfer Division September 7, 1983. 

[5] obtained some limited data at high vapor qualitites in a 
tube. Hochreiter [6] obtained some indications of vapor 
superheats in rod bundles, limited primarily to high vapor 
quality conditions [7]. Recently, Nijhawan et al. [8, 9] suc­
cessfully used an aspirated thermocouple probe to obtain 
measurements of vapor superheats at one axial location for 
convective film boiling in a tube. Gottula et al. [10] extended 
Nijhawan's technique to obtain simultaneous measurements 
of vapor superheats at three axial locations for convective 
film boiling in a tube. Annunziato et al. [11] reported actual 
flow qualities in convective film boiling by measuring the bulk 
temperature with exposed thermocouples in low mass flow, 
atmospheric pressure experiments. To date, the available data 
base for nonequilibrium flow film boiling is rather sparse, 
especially with regard to information on the axial variation of 
nonequilibrium vapor temperatures and flow qualities. Such 
data are needed for the development of constitutive models 
for the vapor source term T. 

Measurements of the axial variation of vapor superheat 
would ideally be obtained under steady-state conditions 
downstream from a fixed-critical-heat flux (CHF) location. 
This of course requires the placement of multiple vapor 
probes along the axial direction of the heated channel and also 
requires that the location of the CHF point be held constant 
with time. This is the approach attempted by Gottula et al. 
[10]. However, experimental difficulties associated with 
fixing the location of CHF limit this approach to relatively 
high vapor quality cases. 

The present investigation takes a different experimental 
approach to obtain information on vapor superheats as a 
function of axial distance from the CHF quench front. In this 
approach, starting with the test section in a flow-film-boiling 
state, the CHF location is permitted to slowly propagate as a 
quench front up the length of the test section. By restricting 
the quench front propagation to low velocities, such that the 
displacement distance of CHF location is negligible during a 
fluid residence period in the test section, the thermal hydraulic 
conditions downstream of the CHF location exist in a quasi-
steady state. Theoretical analysis of transient convective heat 
transfer [12, 13] have clearly shown that heat transfer 
coefficients downstream from an inlet perturbation essentially 
attain steady-state conditions within one to two fluid 
residence periods. Therefore, by providing for a minimum of 
five to ten fluid residence periods in the time that it takes the 
CHF quench front to propagate a small acceptable distance 
(of the order of 1 cm), it was possible to obtain quasi-steady-
state heat transfer measurements downstream of the CHF 

Journal of Heat Transfer AUGUST 1985, Vol. 107/663 
Copyright © 1985 by ASME

  Downloaded 18 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



OUTLET VALVE 

1 .5 KW 
CARTRIDGE 
HEATERS 

DC POWER 
c SUPPLY 
"0-30 V 
0-1000 A 

CARTRIDGE 
HEATERS 
3.0 KW 

7fL 

I 
INLET 
PRE5SUREC 

TAP 

TOP PATCH 
MAINTAINED 
AT 475 C 

DIFFERENTIALLY 
ASP I RATED 
VAPOR PROBE 

=CC 

DIFFERENTIAL 
PRESSURE 
TRANSDUCER 
FOR PRESSURE 
DROP 

SPARE VAPOR PORT 

INCONEL 600 
TEST SECTION 

HOT PATCH 
MA INTAI NED 
AT Tc 'SAT 

135 CM 
HEATED 
LENGTH 

.(CM) 
Z = 0 

139" 

129-

117-

9 9 -

87 E 

7 7 -
6 7 -

5 4 ; 

3 9 -

2 9 -

19-

- 131 

- 91 

- B l 

- 51 

\ \ 

.75 CM 

.54 CM 
EXPANSION JOINT 

Fig. 1 Single tube post-CHF test section: (a) major components; (b) 
thermocouple locations 

location. In this manner, as the quench front approached the 
fixed single vapor probe station, measurements of wall and 
vapor superheats were obtained as a function of axial distance 
from the CHF point. 

Experiment 

The experiments were carried out in a forced-convection, 
two-phase flow loop capable of tests with steam and water at 
pressures up to 5 atmospheres. The tubular test section of 1.54 
cm i.d. used for these convective film boiling experiments is 
illustrated in Fig. 1. A d-c power supply was used to provide 
direct heat generation in the tube wall over the 135 cm length 
of the test section (distance between inlet hot patch and outlet 
hot patch). Thermocouples were attached to the outside 
surface of the tube wall and pressure taps were provided along 
the length of the test section as indicated in Fig. 1. At an axial 
distance of 1.31 m above the bottom of the inlet hot patch, a 
differentially aspirated vapor probe was installed for 
measurement of superheated vapor temperatures. 

The vapor probe used in these experiments was an im­
proved version of the differentially aspirated probes 
developed in an earlier effort of this program [8]. As shown in 
Fig. 2, the double aspiration capability of Nijhawan's probe 
was maintained while the total probe o.d. was reduced to the 
present diameter of 2.4 mm. During operation, aspiration 

A) 

A ^ 

£ 
VAPOR PROBE 

A A 
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DIFFERENTIAL 
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-AA-
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TUB ING 

OUTER TUBE 
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GROUNDED JUNCTION 
THERMOCOUPLE 
0 . 2 5 MM SHEATH 

LI 
cr 
i -< 
c 
LJ 
Cu 

TVAP0R 

'SAT 

TIME 

Fig. 2 Differentially aspirated vapor probe for measurement of vapor 
superheats: (a) separation concept; (b) construction details; (c) typical 
probe response 

through both tubes of the probe provided a torturous path 
that was effective in separating the vapor and liquid phases 
and thus permitted measurement of the superheated vapor 
temperatures between quenches of the sensing thermocouple 
junction by liquid droplets. A more detailed description of the 
probe principle is available from [8,9]. 

During the experiments, the test section was flooded with 
argon and preheated to a high superheat temperature 
(typically 550°C). The inlet hot patch was set for a tem­
perature corresponding to saturation for the anticipated fluid 
conditions. During this preheating stage, the thermohydraulic 
conditions were set in the two-phase loop to obtain the desired 
flow rate, fluid static pressure, and inlet vapor quality. When 
steady conditions were attained, the film boiling experiment 
was initiated by introducing the two-phase flow into the test 
section. After an initial short transient period (typically 5 to 
10 s), flow through the test section settled to a steady con­
dition with fixed flow rate, inlet pressure, and inlet vapor 
quality. As the two-phase flow was maintained through the 
test section, the CHF quench front gradually propagated 
upward through the length of the test section. Time-varying 
records were obtained of the hydraulic parameters, the axial 
distribution of wall temperatures, wall heat flux, and the 
vapor superheats at the probe station. In all runs, care was 
taken to insure that the quench front propagation velocity was 

Nomenclature 

A = flow area 
G = mass flux 
/ = enthalpy 

P = pressure 
PH = heated perimeter 

qw " = wall heat flux 

T = temperature 
/ = time 

X = quality 
Z = axial direction 

Greek 

r vapor source function 

Subscripts 

a = 
CHF = 

e = 
fg = 
Is = 
V = 

w = 

actual 
critical heat flux 
equilibrium 
phase change 
saturated liquid 
vapor 
wall 

664/ Vol. 107, AUGUST 1985 Transactions of the ASME 

Downloaded 18 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



VAPOR WALL RUN 

• o 

G 

o 

r -
< 
W 
I 
tr 
HI 
0_ 

400 

350 

250 

200-

150-

100 

50-

X 1N ^ w P 

(kg/m'"Eec] (kw/mZ) (kPa) 

112 2 0 . 7 0 . 5 2 3 0 . 408 
135 1 9 . 7 0 . 5 2 2 7 . 40B 

.2 .4 .6 .3 1.0 1.2 1.4 

DISTANCE (M) 
Fig. 3 Wall and vapor superheats versus axial distance 

450 

400 

350 

(J 300 

250-

200 

150 

100 

50-

A Z = 0.29 m 

o Z = 0.56 m 

D Z = 0.77 m 

50 100 150 200 250 300 350 

TIME (SECONDS) 
Fig. 4 Wall superheat versus time at three axial locations 

sufficiently slow to satisfy the criterion for quasi-steady-state 
thermal conditions downstream of the quench front as 
discussed above. Depending on the inlet hydraulic conditions 
and the test section heat flux, the quench front would typically 
propagate the length of the test section in a period of 2 to 15 
min, corresponding to quench front velocities of 1 cm/s to 1.5 
mm/s. During this process, complete scans of measured data 
quantities were obtained every 5.2 s. All data were logged by a 
data acquisition system under the control of a PDP-11 
computer. The vapor temperature data were recorded con­
tinuously on a strip chart. 

Over 100 moving quench front experiments were carried 
out covering the following ranges of parameters: 

Mass flux (G) 13 to 85 kg/m2 /s 
Pressure (P) 240 to 570 kPa 
Inlet vapor quality (Xin) 0 to 70% 
Wall heat flux (qw") 18to58kW/m 2 

Error estimates indicate the following degrees of uncertainty 
in the measured experimental variables: 

Mass flux (G) ±(0.4 kg/m2 /s + 1 %) 
Pressure (P) ± 3 kPa 
Inlet vapor quality (Xin) ±0.008 (Low X) to ±0.04 

(High*) 
± 3 % 
±3°C 
± 1 cm 
± 5°C measurement error 
±5° to 25 °C interpretation 
error 

Vapor temperature was obtained from the vapor probe 
stripchart recording. Interpretation error increased as the 
frequency of probe quenches increased. The wall heat flux 
was determined from a time-dependent energy balance 
analysis for the Inconel tube. Axial conduction in the tube 
was determined to be negligible. More details concerning the 
experimental setup and a compilation of the data are given by 
Evans, Webb, and Chen [14]. 

Wall heat flux to,/') 
Wall temperature (Tw) 
Axial position of CHF 
Vapor temperature (T„) 

Results and Discussion 
Data from two sample runs are shown in Fig. 3. The in­

stantaneous axial distribution of wall superheats and the 
measured vapor superheat are plotted for three different times 
(A,B,C) during the history of each run. At any one instant, 
the wall temperature rises rapidly immediately downstream 
from the CHF location and attains superheats in the order of 
300 to 500°C in the convective film boiling region. With 
increasing time in each experiment, the CHF location 
propagates upward in the test section, as indicated by the 
progression of axial wall temperatures from A to C. The 
corresponding vapor superheats detected by the vapor probe 
at a fixed axial location are indicated for each of these three 
times. Clearly, as the quench front approached the location of 
the probe station, the measured vapor superheats decreased in 
magnitude. The two runs plotted in Fig. 3 also give an in­
dication of the experimental duplicability in these tests. As 
listed in the legend, the test parameters (G, X-m, qw ", P) were 
similar for the two runs. In the actual test sequence, these two 
runs were separated by a complete quench of the test section 
and restart of the experiment. Duplicability of wall superheats 
in the film boiling regime was of the order of 5 percent (20°C 
out of 400°C), and the duplicability of vapor superheats was 
of the order of 10 percent (25 °C out of 250°C). 

An Eulerian view of the quench experiment can be obtained 
by plotting the wall superheat at a given axial position versus 
time, as illustrated in Fig. 4. The heated wall in the convective 
film boiling regime experienced a normal quench history 
marked by an initial period of relatively slow precursor 
cooling until the local superheats decreased to the range of 
250 to 350°C. The precursor cooling stage was followed by a 
period of rapidly decreasing superheat temperatures in­
dicating quenching of the local wall toward the fluid 
saturation temperature. In these experiments, the CHF 
quench front was defined as passing a particular ther­
mocouple location when that thermocouple indicates a 
maximum in the rate of temperature decrease. For each of the 
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Fig. 5 Time to quench and CHF quality versus axial position 

three axial positions illustrated in Fig. 4, the time of passage 
of the quench front is indicated by the dark symbol. 

A cross plot of the time to quench at each thermocouple 
location then provides a clear indication of the propagation of 
the CHF location along the length of the test section. Results 
for two runs are shown in Fig. 5. The quench front velocity 
for each run is essentially constant as indicated by the linear 
lines through the data points. The slopes of these lines in­
dicate that the quench front velocities for these two runs were 
approximately 0.4 cm/s. 

In each run, the inlet hydraulic conditions, including the 
inlet vapor quality, were held constant during the quench 
history. Since net heat flux into the fluid occurs along the 
length of the test section, the resulting equilibrium vapor 
quality at the CHF location (JfCHF) increased with time as the 
CHF quench front propagated up the test section. For the two 
runs illustrated in Fig. 5, the CHF qualities were calculated by 
heat balance and are indicated in the figure. As the CHF 
location propagated over a distance of 1 m, the local quality 
at the CHF location increased from 0.57 to 0.72. The change 
in vapor quality at the initial and final CHF locations during 
any one run decreased with decreasing heat flux. 

Heat flux from the wall during convective film boiling is 
commonly understood to be proportional to the difference 
between wall superheat and vapor superheat. Figure 6 shows a 
plot of wall and vapor superheats in the vicinity of the vapor 
probe during the quench history of two runs. Clearly, as the 
quench approached the measurement station (with increasing 
time), there is a significant decrease in the wall superheat in 
spite of the essentially constant wall heat flux. However, there 
is a corresponidng decrease in the local vapor superheat so 
that the difference between wall and vapor superheats 
remained relatively constant, indicating only a minor change 
in the effective wall heat transfer coefficient. Also plotted on 
Fig. 6 are curves calculated for the vapor temperature if no 
further vaporization were to occur beyond the CHF location. 
Theoretically, this "frozen quality" vapor temperature must 
be an upper bound for the nonequilibrium vapor superheat. 
The experimentally measured vapor superheats at the probe 
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Fig. 7 Wall and vapor superheats at the vapor probe versus distance 
between the quench front and the vapor probe 

station satisfied this thermodynamic limiting condition. 
Finally, the data shown in Fig. 6 are for two runs with similar 
test parameters and therefore give an indication of the 
reproducibility of these experiments. 

Combining the results shown in Fig. 6 with the information 
on the instantaneous quench front location shown in Fig. 5, it 
is possible to transform the experimental results to obtain 
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plots of wall superheats and vapor superheats as a function of 
distance (AZ) from the CHF quench front. As stated in the 
introduction, this was the principle objective of these ex­
periments. Figure 7 shows such data for the two sample runs, 
illustrating the fact that this technique of a slowly propagating 
quench front can be used to obtain measurements of 
nonequilibrium wall and vapor superheats at various axial 
distances from the CHF location with use of just a single 
vapor probe. The data plotted in Fig. 7 show that the wall 
superheat increased steeply immediately downstream of the 
CHF location and then leveled off to a slower and more 
constant rate of increase with increasing axial distance. In 
contrast, the data on vapor superheats indicate that there was 
a region (of approximately 0.3 m) downstream from the CHF 
location where the vapor superheat is fairly small (less than 
50°C for these two runs). At greater axial distances, the vapor 
superheat then increased rapidly and at a rate approximately 
paralleling that for the wall superheat. Compared to the 
theoretical "frozen quality" limit, the measured vapor 
superheats were consistently lower as required by ther­
modynamic considerations. The behavior illustrated in Fig. 7 
for the two sample runs was found to be consistently 
displayed by all the data obtained in these tests. 

The results illustrated in Fig, 7 are particularly significant 
in two respects. First, the fact that vapor superheats remained 
small for a significant distance (of the order of 0.3 m) 
downstream from the CHF location indicates that the 
vaporization process is relatively efficient in that region near 
to the CHF front. This implies the existence of a "transition" 
region immediately downstream from CHF where there is a 
higher volumetric concentration of liquid in the two-phase 
mixture than would be expected in established dispersed-film 
boiling convection. In such a region, both interfacial 
vapor-liquid heat transfer and liquid-wall heat transfer 
would be enhanced, leading to enhanced liquid vaporization. 
It is hypothesized by these authors that this "transition" 
region corresponds to an engagement length in which the 
liquid sputtered off from the wall in the region of CHF 
becomes engaged with the higher velocity vapor. Secondly, 
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Fig. 10 Wall temperature profile and vapor temperature downstream 
of the CHF location 

the data in Fig. 7 strongly indicate that at greater distances 
downstream from the CHF location (AZ greater than 0.6 m 
for these tests) the rate of increase in vapor superheat with 
axial distance approaches the rate calculated for the 
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theoretical frozen-quality limit. Though the absolute 
magnitude of the vapor superheat remains below the frozen-
quality limit, an equal rate of change (slope of the curves in 
Fig. 7) implies that the intensity of vaporization in this region 
becomes small, approaching zero. This is a somewhat 
unexpected finding. It had commonly been accepted that at 
greater axial distances where the absolute vapor superheat is 
high, the vapor to liquid heat transfer would be increased due 
to the greater temperature driving force. These experimental 
results appear to indicate that in the established convective 

' film boiling region, beyond the "transition region," the heat 
transfer between superheated vapor and entrained liquid 
drops is in fact relatively inefficient. These two observations 
have important implications for the phenomenological 
modeling of convective film boiling heat transfer and need to 
be confirmed by additional experiments. 

Figure 8 shows similar transformed axial information 
results. These data are composites from four different runs 
selected to give approximately equal vapor quality at the CHF 
point. This is in contrast to the data shown in Fig. 7, which 
correspond to results from single runs which had varying 
vapor qualities at the CHF point. The results plotted in Fig. 8 
were obtained from a series of runs with varying inlet qualities 
which permitted data to be obtained at a moment during the 
quench history when the vapor qualities at the CHF location 
were approximately equal. The results are seen to be similar to 
those displayed in Fig. 7, indicating that the significant 
findings regarding the nonequilibrium vaporization process as 
discussed above are pertinent to convective film boiling with 
fixed vapor quality at the CHF location, as well as to single 
convective film boiling cases with varying CHF qualities. 

An attempt was made to compare these experimental data 
with the few available measurements from previous studies. 
Because of the very limited data base, it was not possible to 
obtain a direct one-on-one comparison with matched 
parameters. Figure 9 shows a comparison of the data from 
two runs in this experiment with results recently reported by 
Gottula et al. [10] at reasonably comparable conditions. The 
moving quench front data of the present experiments (up to a 
AZ of 1.05 m) are compared to the fixed-quench front data 
from [10] for AZ of 1.35-1.95 m. Though the two separate 
tests did not overlap in the magnitude of the axial distance, 
extrapolation between the two sets of experimental data 
indicates very good agreement in both wall superheats and 
vapor superheats. 

Figure 10 shows an attempt to compare the results with the 
data of [10], as well as the earlier published results of 
Nijhawan et al. [8, 9]. It should be noted that due to the 
difficulty of matching all experimental parameters, the runs 
from various sources were only of approximate equivalency. 
Again, excellent agreement was obtained between the moving 
CHF measurements of the present study with the fixed CHF 
experiments from [10]. Nijhawan's data [8, 9] bracketed these 
present results, as would be expected in view of the different 
ranges of vapor qualities at CHF and the wall heat flux. In 
general, the agreement between data from the present ex­
periment with the limited published data (as shown in Figs. 9 
and 10) indicates reasonable consistency and lends a degree of 
confidence to the experimental findings. 

The experimental data obtained in this investigation have 
been compared with the predictions of two nonequilibrium 
convective film boiling models. The CSO correlation [15], 
which is based on local conditions, and the Saha model [2], 
which is dependent on axial history, were selected for this 
evaluation. For the experimental thermal-hydraulic con­
ditions and wall temperatures, the model predictions of wall 
heat fluxes and vapor superheats were compared with ex­
perimental measurements for 510 sets of data. The results are 
summarized in Table 1. 

The simpler CSO correlation was able to predict the ex-

Table 1 Data-mode! comparison 

Vapor superheat Heat flux 

avg. dev. (%) std. dev. (%) avg. dev. (%) std. dev. (%) 

CSO 
Saha" 

75 
64 

154 
123 

19 
16 

25 
17 

"Unable to calculate all the data points—see text for explanation. 
1 

Average deviation = — E Error x 100 
n 

[7 E E r r o r 2 ] Standard deviation = i — EError z [ x 100 

Measured Value - Predicted Value 
Error = 

Measured Value 

perimental heat fluxes quite well, with an average deviation 
and standard deviation of 19 percent and 25 percent, 
respectively. The vapor superheat comparison, however, 
shows that the CSO correlation is unable to adequately 
predict vapor superheats, with average and standard 
deviations of 75 percent and 154 percent, respectively. 

For the more complex Saha correlation, inapplicability of 
the drift flux model for the void fraction prevented the 
evaluation of all the data points. Only 61 percent of the data 
could be calculated. Heat fluxes could be predicted 
reasonably well, with an average deviation of 16 percent and a 
standared deviation of 17 percent. The vapor superheats again 
were not well predicted having an average and standard 
deviation of 64 percent and 123 percent, respectively. 
Therefore, while the CSO and Saha correlations can 
adequately predict the wall heat flux data, the models are not 
able to match the nonequilibrium vapor conditions. 

Summary and Conclusions 

An experimental technique using slowly propagating 
quench fronts was used to obtain measurements of 
nonequilibrium flow-film boiling conditions as a functions of 
axial distance from the CHF location. Axial variation of wall 
superheats was consistent with previous findings, indicating a 
rapid rise in the region close to the quench front, leveling off 
to a slower and fairly constant rate of rise further down­
stream. The new data for vapor superheats indicated a 
"transition" region immediately downstream from CHF 
where the two-phase fluid remained close to the equilibrium 
thermodynamic state. It was hypothesized that the liquid 
requires a finite axial distance to engage with the faster 
flowing vapor, and in this engagement region the volumetric 
presence of liquid is more significant than heretofore un­
derstood. This transition region is hypothesized to have 
relatively efficient vapor-to-liquid and wall-to-liquid heat 
transfer. At greater distances, the vapor superheat data in­
dicate a relatively ineffective vapor-to-liquid heat transfer 
process. Thus these experimental findings indicate a zone near 
the CHF front where the vaporization source intensity (T) is 
relatively high, followed by a far zone where the source in­
tensity drops off to a relatively low magnitude (approaching 
zero). If these findings are confirmed by future experiments, 
phenomenological modeling of the nonequilibrium heat 
transfer process in convective film boiling must account for 
these two regions of behavior. 
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Reflooding With Steady and 
Oscillatory Injection: Part I—Flow 
Regimes, Void Fraction, and Heat 
Transfer 
Simultaneous void fraction and wall temperature measurements were made during 
bottom-reflooding of a vertical Inconel tube under both constant and oscillatory 
injection rates. To support interpretation of these data, flow regime visualization 
experiments were also conducted by reflooding a heated quartz tube. With constant, 
high reflooding rates, inverted annular, transition, and dispersed flow regimes exist 
above the quench front, with typical chordal-average void fractions in the ranges of 
10-30percent, 30-70percent, and 70-90percent, respectively. Each regime exhibits 
different heat transfer rates. With lower injection rates or higher heating rates, 
annular droplet and dispersed flow regimes appear with void fractions above 80 
percent. For reflooding with oscillatory inlet flow and high injection rates, large 
oscillations are seen in void fraction and wall temperature, indicating periodic 
changes in the flow regime near the quench front: The regime alternated between 
inverted annular (during an upstroke) and annular droplet flow (during a 
downstroke). These flow regimes were observed in the flow visualization ex­
periments to be qualitatively similar to those for the constant injection cases. Heat 
transfer rates are substantially affected by the flow regime and increase (or 
decrease) as the void fraction falls (or rises). Compared to the constant-injection 
tests, increased rates of entrainment were observed during the forced-oscillation 
tests. 

Introduction 

During the blowdown phase of a postulated Loss-of-
Coolant Accident (LOCA) in a pressurized water reactor 
(PWR), the reactor core is uncovered and the cladding of the 
fuel rods experiences rapid temperature excursions due to the 
redistribution of heat stored in the fuel and decay power 
production, combined with poor heat transfer. In order to 
prevent fuel from overheating and eventually failing, 
emergency core cooling is activated and the accident enters the 
reflood phase. Complex two-phase flow and heat transfer 
phenomena take place during this phase of the accident. Since 
the cladding temperature reaches its peak during reflood, 
proper understanding of reflood phenomena is necessary to 
ensure nuclear reactor safety. 

Reflooding phenomena have been investigated in the past 
decade through numerous experimental programs, both large 
and small in scale. Yadigaroglu [1] reviewed these ex­
periments and summarized the main results. 

Depending on the nature of the tests, the experiments can 
be divided into two categories as forced reflood tests and 
system effects tests. In the forced reflood tests, the injection 
rate to the core is kept constant or variable at a predetermined 
rate. The main objective of forced reflood tests is to un­
derstand two-phase flow and heat transfer phenomena that 
take place in the core. In the system effects tests, primary loop 
components relevant to reflooding, such as the downcomer, 
the core, the upper plenum, and the steam generator are 
incorporated into the test loop. In some system effects tests, 
an exit resistance represents the hot-leg, the steam generator, 
and the pump. Emergency cooling water is injected into the 
downcomer, and the gravity head due to the water level ac­
cumulated there is the driving force pushing coolant into the 
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core. In this manner the dynamics of the entire primary loop 
are simulated and can be studied. 

A systematic study of bottom-reflooding of a vertical tube 
has been conducted at the University of California, Berkeley 
over the past several years. The first set of experiments was 
designed to obtain and analyze data on quench speed and heat 
transfer during constant-injection reflooding of an Inconel 
tube (Yu [2], Seban et al. [3]). The quench speed was found to 
depend on several parameters, including the injection rate, 
subcooling or quality of the coolant at the quench front, and 
the local wall temperature. A change in the pattern of flow 
regimes along the tube, accompanied by a decrease in quench 
speed, was noted when the coolant reached saturation con­
ditions just below the quench front (QF) [4]. 

Analytical studies included comparison of the heat transfer 
data with available heat transfer models (Seban et al. [5]), the 
development of correlations for heat transfer immediately 
downstream of the QF [6] and for the QF velocity [2, 5] and 
of a reflood code based on a Drift Flux model (Arrietta and 
Yadigaroglu [7, 8]). In addition the data are of value in 
validating reflood calculations done with computer codes that 
are meant to predict core behavior in loss of coolant ac­
cidents. 

For all system effects tests, such as FLECHT-SET, 
FLECHT-SEASET, LOFT, and JAERI Series 5B tests, 
violent oscillations are reported [9-13]. As an example, for 
the FLECHT-SET Series-A tests, the average flooding rate 
was about 5.6 cm/s, while the peak values of the in­
stantaneous velocity were as high as ±100 to 200 cm/s. The 
oscillations observed in systems effects tests. In order to 
isolate the effect of inlet flow oscillations on heat transfer and 
progressed. Detailed reviews of system effects tests are 
reported in [1] and [14]. 

Phenomenological understanding of the actual flow 
regimes and heat transfer mechanisms in reflooding of a 
reactor core is further complicated by the effect of these 
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Fig. 1 Flow regimes and heat transfer in reflood: {A) fast flooding; (S) 
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oscillations observed in systems-effects tests. In order to 
isolate the effect of inlet flow oscillations on heat transfer and 
quench speed, controlled forced-oscillation reflood ex­
periments were conducted by superimposing oscillations of 
constant amplitude and frequency on a constant injection rate 
[14-16]. The effect of oscillations on the reflooding process 
was assessed by comparison of the controlled-oscillation 
reflooding test data with those of the steady constant injection 
reflooding tests at the same average injection rate. 

The benefit of this approach is that the average injection 
rate is kept at a constant value during oscillatory reflooding. 
During gravity feed tests, the oscillation amplitude, the 
period, and the average injection rate vary as the downcomer 
water level increases. Thus comparison with forced reflood 
test data is difficult and the effect of the oscillations cannot be 
systematically examined. 

One important parameter that has not been measured in 
most of the past reflood experiments is void fraction. 
Simultaneous measurement of void fraction and wall tem­
peratures during reflooding of a metal tube, accompanied by 
qualitative studies of flow patterns (visualized during 
quenching of a quartz tube), can elucidate the thermal-
hydraulic processes involved and lead to better reflood 
models. To this end, the results of both quartz and Inconel 
tube reflood experiments designed to investigate flow regime 
and heat transfer characteristics under oscillatory as well as 
constant inlet flow conditions are discussed in the first part of 
this work. The effect of oscillations on quench front velocity 
and on the liquid carryover rate is reported in Part II. 

The main features of the reflood process observed in the 
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Fig. 2 Flow regime transition in forced-oscillation reflood (arrows 
indicate inlet velocity) 

flow visualization experiments are described first before 
discussing the void fraction and heat transfer data obtained in 
the Inconel-tube reflooding tests. 

Flow Visualization: Reflooding of a Vertical Quartz 
Tube 

In the flow visualization experiments, a vertical 1.5 m 
quartz tube externally heated with a gas burner over a length 
of 0.5 m was quenched by injecting subcooled water from the 
bottom. Flow patterns occurring under both constant and 
oscillatory inlet flow conditions were recorded with a high­
speed movie camera. 

Constant Injection Tests. In constant-injection reflood, 
two distinct flow regimes are possible near the quench front. 
If the coolant is injected rapidly and remains subcooled at the 
quench front, inverted annular flow occurs, as sketched in 
Fig. 1(A). A liquid column extends above the quench front, 
separated from the wall surface by a thin vapor film. Heat 
transfer rates are expected to be quite high in this region but 
would decrease significantly with height as the vapor film 
becomes thicker. Considerable precursory cooling takes place 
ahead of the quench front; this is believed to account for the 
relatively high quench speeds observed in this regime. 

On the other hand, if the coolant is injected slowly and 
becomes saturated below the quench front, the flow changes 
to an annular droplet flow regime, as shown in Fig. 1(B). A 
thin liquid film attaches to the wall between the quench front 
and the boiling zone. With a short annular flow region, 
periodic bursts of vapor occur in the boiling zone followed by 
upward ejection of liquid. While bursts were observed in the 
flow visualization experiments, no quantitative measurements 

A = 

/ = 
T = 
U = 
a = 
T = 

oscillation amplitude 
wave) 
gamma ray intensity 
temperature 
velocity 
void fraction 
oscillation period 

(half-

= oscillation frequency 

Subscripts 

a = area average 
c = chordal average 
g = tube filled with vapor 
/ = tube filled with liquid 
/ = inlet 
/ = liquid 

w = wall 

Run conditions (A-B-C-D-E) are 

described in this paper using the 
following notations: 

A = initial wall temperature in °C 
B = water supply rate in cm/s 
C = water supply temperature in °C 
D = superimposed half-oscillation 

amplitude (peak to peak) in m 
E = superimposed oscillation period 

in seconds 
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were made. The ejected liquid elongates into filaments that 
eventually break up into fragments of various sizes and 
shapes. The filaments and fragments may collide against the 
wall or with one another and shatter into smaller droplets. 
Small droplets are entrained by steam and continue to flow 
upward, but large fragments tend to fall back and accumulate 
in the boiling zone until another burst of vapor occurs and the 
process is repeated. 

With a longer annular flow region, Ardron and Hall [17] 
observed waves on the liquid film travelling upward. 
Whenever the wave crests reach the quench front, sputtering 
occurs and the quench front advances incrementally. The 
droplets formed during sputtering are either entrained by 
vapor or fall down. This appears to be a different mechanism 
from what we observed for a shorter annular flow region. In 
either case, the unquenched region is entirely in the dispersed 
flow regime and the quench rate is much lower than in the 
inverted annular flow case. 

These visual observations and trends were confirmed by a 
subsequent quantitative analysis of reflooding data [4]. 

Oscillatory Reflooding Tests. Under oscillatory inlet flow 
conditions, the flow regime near the quench front alternates 
between inverted annular flow with a growing liquid column 
during an upstroke and annular droplet flow during a 
downstroke. As the flow direction changes from upstroke to 
downstroke, the liquid column detaches itself near the quench 
front and continues to flow upward. It elongates, collides 
against the wall and other liquid fragments, and finally breaks 
up into fragments of various sizes. Large fragments fall back 
onto the liquid, but the smaller fragments are entrained and 
carried upward by the vapor. The sequence of events is 
sketched in Fig. 2. 

Constant and Oscillatory Injection Rate Tests 

This qualitative understanding of the flow patterns 
described above was used in interpreting the data obtained in 
the Inconel tube reflooding experiments discussed next. 

The quantitative data are of value in the development and 
validation of multifluid reflood models with appropriate 
constitutive equations for different flow regimes undertaken 
by the authors of these papers. Here, we will only discuss the 
main results. The complete data are reported in [14-16]. 

Following the description of the experimental setup, a flow 
regime and heat transfer analysis based on the void fraction 
data is presented first for constant-injection tests and then for 
forced-oscillation tests. 

Experimental Setup 

The experimental setup is shown in Fig. 3. The test loop 
consisted of the test section, the feedwater supply, the 
oscillator, and an exit carryover measurement system. A 
gamma densitometer was added for the experiments reported 
in Part I. 

The test section was made of a 3.66-m Inconel tube with 
14.3-mm-i.d. and 0.8-mm wall thickness. It was resistance 
heated by a manually adjustable d-c source. To avoid any 
ambiguity regarding the calculation of the transient values of 
the heat flux to the fluid and to facilitate these calculations (as 
well as the installation of the thermocouples), the test section 
was left uninsulated. The heated tube was confined, however, 
within a screen wrapped with aluminum foil to stabilize heat 
loss to the atmosphere. 

For the forced-oscillation tests, an oscillator installed 
between the test section inlet and the rotameter imposed an 
oscillatory flow boundary condition. The constant average 
injection rate was provided by a turbine pump. 

The oscillator consisted of a piston-cylinder assembly, a 
rotating disk and a variable-speed motor. It was capable of 
providing oscillations with a period T of 2.0-6.0 s and a half-
wave amplitude A of 0.15-0.75 m based on the liquid level in 
the test section. These oscillations were superimposed on the 
constant injection speed U, so that the resultant inlet velocity 
[/, is approximately given by the following equation 

U;(t)=Ui+Awsm(o3t) where o = 
2TT 

(1) 
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During each run, the amplitude and the period were kept 
constant. 

An unheated section of sufficient length to contain the fluid 
returning from the heated section during a downstroke was 
placed immediately upstream of the heated tube, as shown in 
Fig. 1. This fluid was reinjected into the heated section during 
the following upstroke. The mixture of superheated steam 
and water droplets exiting from the test section was first 
separated by the steam-water separator to measure the 
carryover rates individually. Water carryover was collected 
and measured in a liquid collector and steam was passed 
through a system of Venturis and then to a condenser. No 
detailed measurements of vapor superheat were made at the 
test section exit. The superheat is expected to depend on wall 
temperature, reflood rate and liquid inlet temperature 
among other parameters. For a 530°C initial wall tem­
perature, the few measurements made indicated typical vapor 
temperatures of ~425°C. 

Distilled water stored in the feedwater tank was pumped 
through rotameters into the test section. Nearly constant 
average inlet flow rate could be maintained because of a large 
pressure drop across the rotameter valve and only a slight 
pressure buildup in the test section during the tests. A detailed 
description of the test apparatus is available in [ 14]. 

The temperature of the test section was measured by gauge-
30 (0.254 mm) chromel-alumel thermocouples spot welded on 
the outside surface at 30 cm intervals. Additional ther­
mocouples were attached at the position of the gamma 
densitometer beam. Because the tube wall was thin, the 
difference between the inside and outside surface tem­
peratures of the test section were calculated to be quite small 
even during the oscillatory tests. 

The Gamma Densitometer. In order to measure void 
fraction and determine the flow regimes, a narrow-beam 
gamma densitometer was designed and installed. The details 
of the design and calibration of the densitometer are described 
by Herschthal et al. [18], and only a brief description will be 
given here. 

The densitometer used a Nal scintillation detector and a 75 
mCi Co-57 line source. Since the actual flow regimes were not 
precisely known, a narrow beam was preferable to a wider 
beam, as the former minimized errors due to streaming of 
photons (Schrock [19]). A collimator made of a lead plate 
with a vertical slit window (0.05 mm x 19.05 mm) was placed 
between the test section and the detector, allowing only a 
narrow beam of gamma rays to be detected and counted by a 
ratemeter. The ratemeter output was continuously monitored 
on a chart recorder. 

For transient measurements, the densitometer response 
must be faster than the rate of variation of the void fraction, 
otherwise the dynamic void effects introduce additional error. 
This was particularly important for forced-oscillation tests, in 
which flow oscillations of relatively short periods were im­
posed. With a short integration time, however, the statistical 
error increases and an optimum integration time must be 
selected by balancing the statistical and dynamic errors. The 
integration times used were 1.0 and 0.3 s for constant-
injection and forced-oscillation tests, respectively. 

With a narrow beam of gamma rays, a limited source 
strength and short counting periods, the height of the 
collimator window given above was necessary to obtain 
adequate counting rates. Because of the finite beam height, 
the measured void fractions were actually chordal volume-
average quantities. However, for simplicity, the terms 
"chordal-average" and "area-average" are used in this paper 
to refer to void fractions measured respectively by narrow and 
wide beam densitometers with a finite beam height. 

Experimental Procedure, Test Plan, and Data 
Reduction 

In every test, coolant was initially circulated through the 
bypass loop at a desired flow rate. The test section was then 
heated to an initial steady-state temperature at which the 
electric heat input balanced the external losses. At the start 
signal, the data acquisition system was turned on and the 
coolant flow was diverted into the test section by manual 
opening of the valves. Heating of the test section continued at 
the same power level, and the data were recorded until nearly 
the entire test section was quenched and the test was ter­
minated. 

In forced-oscillation tests, the oscillator was initially ad­
justed to provide oscillations of desired amplitude and period. 
The test was started when the piston reached the fully pulled 
out position so that the oscillation would begin with an up­
stroke. This was necessary to prevent the minimum liquid 
level from falling below the test section inlet. 

The thermal-hydraulic parameters measured were: (i) test 
section wall temperature, (if) test section power input, (Hi) 
inlet water temperature, (iv) inlet water flow rate, (v) chordal-
average void fraction, (vi) pressure drop in the test section, 
and (vii) steam and liquid carryover rates. The sensor outputs 
were scanned and recorded on a magnetic tape at 1.0-s in­
tervals. 

Test Plan. The test matrix shown in Table 1 was chosen to 
embrace parametric values expected in accident conditions. 
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Table 1 Matrix of experiments 

Constant-injection Forced-osciilation 
tests tests 

Initial wall tem­
perature, °C 560, 730 560,730 
Water injection rate, 
cm/s 2.5,7.6,12.7,17.8 2.5,7.6,12.7 
Inlet water tem­
perature, °C 25 25 
Exit pressure nearly atmospheric nearly atmospheric 
Oscillation am­
plitude, m 0.15,0.45,0.75 

• Oscillation period, s 2.0, 4.0 

Each test was repeated three times with the gamma den­
sitometer placed at each of the three axial locations: 0.91 m (3 
ft), 1.91 m (6 ft), and 2.75 m (9 ft). Reproducibility among the 
three runs was verified by comparing the quench times at 
various thermocouple locations. 

Data Reduction. For each test, local heat transfer rates to 
the fluid were calculated from the measured wall temperature, 
power input, and the calibrated external heat loss data using a 
heat balance, neglecting axial and radial conduction in the 
tube wall. Axial and radial temperature gradients were im­
portant only at the quench front. Exit carryover rates and 
liquid inventory in the tube were also calculated and checked 
by performing an overall mass balance. The detailed data 
reduction procedure can be found in [2, 14]. 

The gamma densitometer signals were first smoothed to 
eliminate statistical fluctuations and then a linear in­
terpolation formula was used to obtain the chordaKaverage 
void fractions. Because of the transient nature of the 
measurement, the void fraction data contain both statistical 
and dynamic errors. The error analysis for the void fraction 
calculation is presented in the Appendix. 

Flow Patterns and Heat Transfer in Constant-Injection 
Reflooding 

Void fraction data representative of the two flow regimes 
possible near the quench front, namely inverted annular and 
annular droplet flow, will be presented and discussed below. 

Case of Subcooled Liquid at the Quench Front. When 
highly subcooled water was injected with sufficient speed so 
that the coolant would not reach saturation below the quench 
front, void fraction histories such as those shown in Fig. 4 
were obtained. Also shown in this figure are the wall tem­
perature histories obtained at the respective densitometer 
positions. 

At any position, the succession of flow regimes began with 
single-phase steam flow, soon followed by dispersed droplet 
flow. The chordal-average void fraction decreased gradually 
to about 80-70 percent and then showed a sudden decline. The 
change in slope was clearly observed and is conjectured to 
indicate a qualitative change in flow regime from dispersed 
flow to a transient type of flow with large chunks of liquid 
entrained in steam. This conjecture is supported by visual 
observations for steady reflooding of a heated quartz tube. 

The void fraction then decreased steadily to a value of 
20-10 percent and remained above zero for a few seconds 
until quenching occurred. Quenching was signaled by the 
sudden drop in the wall temperature. The region of low void 
fraction prior to quench belonged to the inverted annular flow 
regime. Again this is supported by visual observation. 

In steady, subcooled-flow film-boiling experiments con­
ducted using a hot patch technique, Fung and Groeneveld [20] 
measured area-average void fractions in inverted annular film 
boiling using a one-shot type gamma densitometer. They 
found that the area-average void faction rose steadily with 
height from about 10 percent near the quench front to above 

50 percent where the flow regime was believed to have 
changed into a dispersed flow. Their experiments were limited 
to steady film boiling and did not reproduce the very large 
spike in heat flux observed in the quench front region during 
reflooding. 

Assuming a coaxial cylindrical geometry for the inverted 
annular flow regime, the area-average void fraction can be 
estimated from the chordal-average void fraction data using 
the following relation 

a„ = 2ac — a\ (2) 

For chordal-average void fractions of 10-20 percent, the 
corresponding area-average void fractions are estimated to be 
about 19-36 percent, which is consistent with Fung and 
Groeneveld's data, even though their data are not strictly for 
reflooding. 

The approximate length of a liquid column in the inverted 
annular flow regime can be calculated from the void fraction 
history by transforming the time scale to a distance scale using 
the quench speed obtained from the thermocouple data. For 
the test shown in Fig. 4, quench speeds were 5.6 cm/s, 4.4 
cm/s, and 3.8 cm/s at the times at which the 0.91 m, 1.91 m, 
and 2.74 m locations were quenched, respectively. Based on 
visual observations, the liquid column broke up into large 
chunks at an area-average void fraction of about 50 percent 
(chordal-average void fraction of about 30 percent). The 
liquid column heights were thus computed to be about 17 cm, 
15 cm, and 13 cm at the three densitometer locations, 
respectively. 

Within the various parameter ranges tested, the liquid 
column in inverted annular flow was found to extend up to a 
maximum height of about 30 cm above the quench front. 
Fung and Groeneveld's data also indicated about the same 
maximum liquid column height for other inlet water sub-
cooling and injection rates. Above this maximum height, the 
liquid column is apparently unstable, possibly due to a Kelvin-
Helmholtz type instability, and breaks up into large chunks of 
liquid. This breakup leads to the formation of the transition-
flow regime mentioned earlier. 

The length of the liquid column was also observed to 
steadily decrease with quench front elevation. This can be 
explained if the liquid column breakup is due to the Kelvin-
Helmholtz type instability, in which the vapor-liquid in­
terface breaks down at a critical relative velocity between the 
two phases. As the quench front moves up in elevation, 
subcooling in the liquid is progressively lost and the vapor 
generation rate at the quench front and along the liquid 
column is expected to increase. With increased vapor 
generation, the vapor velocity would increase with height 
along the liquid column and a critical relative velocity would 
be reached at a lower height resulting in a shorter liquid 
column. 

Of great interest to reflood modeling is heat transfer in 
various flow regimes. Heat flux histories at the three den­
sitometer positions are shown along with the void fraction 
histories in Fig. 5. The very sharp increase and decrease in 
heat flux occurs in the region of the quench front. Quan­
titative measurements of the magnitude of these spikes 
required very precise axial temperature gradients and could 
not be made. The heat flux as a function of void fraction for 
different runs is shown in Fig. 6. Heat transfer rates in the 
inverted annular and transition flow regimes were found to be 
much greater than those in the dispersed flow regime. 

In the inverted annular flow regime, a rapid decrease in 
void fraction caused a correspondingly rapid increase in heat 
flux. This inverse relationship between heat flux and void 
fraction is further evident in the forced-oscillation test results. 
In the transition flow plane, the presence of a substantial 
amount of liquid (much more than in ordinary dispersed flow) 
in the form of large chunks rather than small droplets is 
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responsible for heat transfer rates that are well above the 
values for dispersed flow film boiling. The visual observations 
in quartz tube reflooding experiments suggest that an ad­
ditional heat transfer mechanism such as direct wall-liquid 
contact which is relatively unimportant in dispersed flow with 
smaller droplets, may be significant in transition flow due to 
the greater size of drops and amount of liquid involved. 

The region of the transition flow regime was found to be 
comparable in length to that of the inverted annular flow. In 
addition, the heat transfer rates within the transition flow 
regime varied considerably with void fraction for fast in­
jection runs, and their prediction with available dispersed-
flow, film-boiling heat transfer models was difficult [5]. Thus 
development of a transition flow and heat transfer model, to 
be incorporated into reflood calculations, is necessary. 

Case of Saturated Flow at the Quench Front. When the 
coolant was injected slowly so that it could reach saturation 
below the quench front, totally different void fraction 
histories were obtained, as shown in Fig. 7. For the run of Fig. 
7, from a simple heat balance neglecting the peak in heat flux 
at the quench front, the saturation point was calculated to be 
about 1.0 m above the test section inlet. At the 0.91 m 
position, the void fraction history was somewhat similar to 
those of the high injection rate tests. However, the liquid level 
was only slightly above the quench front. 

At the 1.91 m and 2.75 m positions, which are well above 
the saturation point, void fractions remained at about 90 
percent throughout the test. Initially, the flow regime was 
dispersed flow. Advancement of the quench front had no 
apparent effect on the void fraction. This indicated that a very 
thin liquid film advanced upward and quenched the inside 
surface of the wall, i.e., the flow regime at the quench front 
was annular. As shown in Fig. 8, the heat flux histories at the 
1.91 m and 2.75 m positions do not show any significant 
increase prior to quench. In other tests, the chordal-average 
void fractions above the saturation point were in the 80-90 
percent range. Qualitatively similar phenomena occurred in 
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D-

low 

the low injection rate flow visualization experiments done in 
the quartz tube. 

Area-average void fractions of 80-90 percent were 
measured in the annular droplet flow regime by Deruaz and 
Freitas [21]. They used a neutron scattering technique to 
measure void fraction profiles along a reflooded tube. Our 
results could be compared to their data if the phase 
distribution in this flow regime were precisely known. If the 
liquid phase is assumed to be mainly in the form of droplets 
that are homogeneously distributed, then the area-average 
void fraction should equal the chordal-average value, and our 
results compare favorably with the measurements of Deruaz 
and Freitas. 

Flow Patterns and Heat Transfer in Forced-Oscillation 
Reflooding. Two different types of void fraction histories 
were obtained in forced-oscillation tests. When oscillations 
were superimposed on a relatively high injection rate, the void 
fraction histories showed oscillations of large amplitude at all 
the densitometer positions. The void fraction and wall 
temperature histories obtained at the 1.91 m position in one of 
the tests are shown in Fig. 9. The period of void fraction 
oscillations matched that of the driving oscillation imposed on 
the inlet flow. 

Because of the periodic oscillations in void fraction, local 
heat transfer rates were affected, resulting in wall temperature 
oscillations. The heat flux history calculated from the tem­
perature data is shown in Fig. 10. As noted in the previous 
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section, the heat transfer rate was found to be a strong 
function of void fraction, and whenever the void fraction rose 
(or fell), the heat flux decreased (or increased). Substantial 
changes in void fraction suggest changes in flow regime, e.g., 
from inverted annular to annular, and so, corresponding 
changes in heat flux may occur. 

The presence of large amplitude oscillations in void fraction 
reflected the periodic flow regime changes observed in the 
forced-oscillation, quartz-tube quench experiments. To keep 
the figures relatively uncluttered, the injection rate is shown 
only on one figure. Suffice it to say, an inverted annular flow 
regime existed during the upstroke and an annular droplet 
flow regime during the downstroke for the higher injection 
rates. 

In forced-oscillation tests with low injection rates, however, 
the void fraction and wall temperature histories showed in­
significant effects arising from the imposed oscillation, as 
shown in Fig. 11. The void fraction remained high throughout 
the test, showing only small oscillations due to fluctuations in 
the droplet flow rate. Therefore, the flow regime below the 
quench front was probably annular even on the upstroke. 
Above the quench front, the effects of oscillations further 
diminished with height and the flow regime was dispersed 
droplet. 

The effect of inlet flow oscillations on the quench speed and 
the liquid carryover rate is discussed in Part II. Oscillations 
enhanced quench speed at the beginning but later retarded it 
in comparison with the constant-injection test results. This 
effect was more pronounced with oscillations of larger am­
plitude and shorter period. 
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The explanation presented is that oscillations increase 
liquid entrainment because of added inertia and agitation in 
the liquid flow, in agreement with the liquid column 
detachment mechanism observed in the flow visualization 
experiments. These effects are greater with oscillations of 
larger amplitude and shorter period. At the beginning of a 
run, more liquid is injected during the upstroke and gets 
entrained by steam. The increased entrainment rate improves 
precursory cooling above the quench front and helps in 
quenching the tube faster. However, the liquid inventory in 
the tube is depleted faster due to the enhanced entrainment, 
and the quench speed is later retarded. 

The foregoing explanation was supported by the evidence 
on liquid inventory obtainable from the void fraction data. 
For example, the void fraction history at the 0.91 m position 
for a low injection rate test is shown in Fig. 12. The 
oscillations in void fraction at this position persisted until the 
end, indicating that the minimum liquid level remained below 
0.91 m throughout the test. However, for the corresponding 
constant-injection case, shown in Fig. 7, single-phase liquid 
filled the tube at 0.91 m as soon as this height was quenched, 
and the liquid level stayed above 0.91 m afterwards. Thus, 
added agitation and inertia of the liquid column caused more 
liquid entrainment, which led to the reduction in quench speed 
as discussed above. 

The same trend was observed for runs with different 
boundary conditions. Table 2 shows the time (from initiation 
of the run) after which the void fraction was always equal to 
zero for the rest of the run. The no-oscillation cases have 
apparently higher liquid inventory than the oscillation cases. 
Thus the results of the void fraction measurements (Table 2) 
confirm the conclusions from the measurements of Part II in 
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Table 2 Time required to achieve zero void fraction as a function of elevation 

Run" 0,91 m height 1.91m height 2,74 m height 

( 3 « ) (6 ft) (9 ft) 
560-12.7-25-0.75-4 3 2 s 65 never c 

560-7.60-25-0.75-4 56 never never 
560-2.50-25-0.75-4 never never never 
730-7.60-25-0.75-4 never never never 
560-12.7-25-0.15-4 25 49 64 
560-7.60-25-0.15-4 38 75 155 
560-12.7-25-0.45-4 27 53 95 
560-7.60-25-0.45-4 42 103 never 
560-7.60-25-0.75-2 never never never 
560-2.50-25-0.75-2 never never never 
730-7.60-25-0.75-2 never never never 
560-12.7-25-0.45-2 32 55 never 
560-7.60-25-0.45-2 42 114 never 
730-7.60-25-0.00-0 53 never never 
560-12.7-25.0.00-0 23 41 62 
560-7.60-25-0.00-0 32 75 135 
560-2.50-25-0.00-0 125 never never 

" Notat ion explained in nomenclature 
6 Indicates that at this location the void fraction is always equal to zero in both upstroke and 

downstroke after the time shown 
c Indicates that at this location the void fraction is never equal to zero at downstroke during 

the whole run 

that the oscillations initially increase the amount of liquid 
carryover. 

Conclusion 

The flow regime and heat transfer characteristics in con­
stant-injection-rate and forced-oscillation reflooding of a 
vertical tube have been investigated experimentally. Transient 
void fraction and wall temperature data were measured at 
three different heights of the tube under various initial and 
boundary conditions and analyzed using the information on 
flow patterns observed in quartz-tube reflooding experiments. 
The data will be valuable in the development and testing of 
mechanistic reflood models for LOCA analysis. 

In summary, the flow regimes identified above the quench 
front in constant-injection, high reflooding-rate tests were 
inverted annular, transition, and dispersed-flow. Chordal-
average void fractions of 10-30 percent, 30-70 percent, and 
70-90 percent were typical of the three flow regimes, 
respectively. In constant-injection, low reflooding-rate tests, 
annular droplet flow and dispersed flow regimes existed below 
and above the quench front, respectively. The void fractions 
were above 80 percent in both flow regimes. 

In forced-oscillation tests, the flow regime near the quench 
front alternated periodically between inverted annular and 
annular droplet flow during the upstroke and downstroke of 
an oscillation cycle, respectively. Heat transfer rates rose (or 
fell) whenever the local void fractions decreased (or in­
creased). Oscillations initially increased the rate of liquid 
carryover through entrainment of the liquid column in in­
verted annular flow. In low injection rate tests, the effect of 
oscillations on void fraction and heat transfer rates 
diminished considerably above the point of coolant 
saturation. 
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A P P E N D I X 

Void Fraction Measurement Error Analysis 

The void fraction data obtained from the gamma den­
sitometer signals contained errors due to the counting 
statistics, dynamic void effect, and use of a linear instead of a 
logarithmic interpolation method. A complete error analysis 
can be found in [15] and [16]. 

Linear and Log Interpolation Method. For a narrow-
beam densitometer, a log interpolation method should be used 
for void fraction calculation. However, with the densitometer 
sensitivity, Ig/I/, of 1.2 and the particular design of the 
ratemeter and data recorder used, a linear interpolation 
method was more convenient to use without introducing 
significant error. Void fractions calculated by the two 
methods are compared in Table 3. 

Statistical Error. The relative error originating from the 
counting statistics is given by the following equation 
(Banerjee and Lahey [22]). 

Aa Mil 

a cAn(Ig/If) 

The statistical fluctuations in the detected gamma ray in­
tensities Mil were 0.008 and 0.015 for constant-injection and 
forced-oscillation tests, respectively. Based on these values, 

Table 3 Void fraction calculation using linear and log 
interpolation 

(Gamma Densitometer Sensitivity = 1.2) 

Log Linear 

Void fraction 
a 

0.10 
0.20 
0.30 
0.40 
0.50 
0.60 
0.70 
0.80 
0.90 

0.05 
0.10 
0.20 
0.30 
0.40 
0.50 
0.60 
0.70 
0.80 
0.90 

Table 4 S(atistica 

0.05 
0.09 
0.19 
0.28 
0.38 
0.48 
0.58 
0.68 
0.79 
0.89 

errors 

Relative error, Aa/a 
Constant-injection 

0.59 
0.28 
0.18 
0.14 
0.11 
0.09 
0.08 
0.07 
0.07 

Forced-oscillation 
1.11" 
0.53 
0.34 
0.25 
0.20 
0.17 
0.15 
0.13 
0.12 

"Means error band larger than measured value 

the relative error was computed from equation (Al) for 
various values of void fraction, as shown in Table 4. 

Dynamic Voiding Effect. In the forced-oscillation tests, 
the void fraction histories showed large-amplitude 
oscillations. As pointed out by Harms and Forrest [23], the 
time-averaged void fraction measured by the densitometer is 
different from the actual void fraction. 

In order to examine theoretically the dynamic voiding 
effect, the actual void fraction was assumed to vary with a 
cosine wave form. The gamma densitometer measured the 
time-averaged void fraction by averaging the instantaneous 
value over an integration period. The instantaneous and time-
averaged void fraction profiles are shown in Fig. 13 for the 
integration period of 0.3 s and oscillation period of 4.0 s. The 
difference between the instantaneous and time-averaged 
values is the error due to the dynamic void effect. 

Overall uncertainties in the void fraction data were 
estimated to be about ±0.1 for constant-injection tests and 
±0.2 for forced-oscillation tests. 
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Measurements and Predictions of 
the Structure of Evaporating 
Sprays 
An experimental and theoretical study of turbulent evaporating sprays is described. 
Experiments considered round, Freon-11 sprays (Sauter mean diameters of 31 and 
58 jxm) produced by an air-atomizing injector directed vertically downward in still 
air. The following structure measurements were made: mean and fluctuating gas 
velocities, total concentration of Freon-11, drop size and velocity distributions, 
mean gas temperature, and liquid flux distributions. Three spray models were 
evaluated using the new measurements: (a) a locally homogeneous flow (LHF) 
model where interphase transport rates are assumed to be infinitely fast; (b) a 
deterministic separated flow (DSF) model where finite interphase transport rates 
are considered but drop-turbulence interactions are ignored; and (c) a stochastic 
separated flow (SSF) model where effects of finite interphase transport rates and 
drop-turbulence interactions are considered using random-walk computations for 
drop motion and transport. The LHF and DSF models performed poorly, since 
both finite interphase transport rates and drop-turbulence interactions were im­
portant for present test conditions. The SSF model gave best agreement between 
predictions and measurements and appears to be an encouraging approach for 
treating practical sprays. 

Introduction 
A theoretical and experimental study of turbulent 

evaporating sprays injected into still air is described. Ob­
jectives were to measure the structure of evaporating sprays, 
having well-defined initial and boundary conditions, to gain a 
better understanding of spray transport, and to provide data 
for evaluation of spray models. Model evaluation was also 
initiated, considering several current methods. 

A recent review by one of us (GMF) describes existing spray 
measurements and models [1], concluding that additional 
measurements with well-defined initial and boundary con­
ditions are needed for definitive evaluation of spray models. 
The present study is part of a systematic investigation of 
sprays designed to help fill this gap in the literature. The work 
began with particle-laden jets [2-4] and then considered 
nonevaporating sprays [5, 6] prior to the present study of 
evaporating sprays. An earlier study of evaporating sprays 
was also conducted in this laboratory [7], however, the 
present study provides additional structure measurements and 
analysis. 

Present experiments yielded measurements of mean and 
fluctuating gas velocities, mean gas temperatures, drop size 
and velocity distributions, liquid flux and species con­
centrations. Three representative spray models were evaluated 
using the new measurements: (a) a locally homogeneous flow 
(LHF) model, assuming infinitely fast interphase transport 
rates; (b) a deterministic separated flow (DSF) model, 
allowing for finite interphase transport rates but neglecting 
effects of turbulence; and (c) a stochastic separated flow 
(SSF) model, where both finite interphase transport rates and 
effects of turbulence are considered, using random-walk 
computations for drop motion and transport [1-7]. 

In the following, experimental and theoretical methods are 
described first of all. The paper concludes with a description 
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of experimental results and evaluation of the models. The 
present discussion is brief; more details and a complete 
tabulation of data appear in [8]. 

Experimental Methods 

Test Apparatus. The test apparatus was similar to the 
nonevaporating spray study [5]. Freon-11 was injected from 
an air-atomizing injector into still air; see Table 1 for test 
conditions and injector specifications. Injection was vertically 
downward within a screened enclosure (1 m square and 2.5 m 
high). The injector was traversed to measure profiles of flow 
properties (two directions using the injector mount and the 
major traverse direction by moving the entire enclosure). The 
screened inlet of the exhaust blower system was 1 m below the 
measurement plane, where its operation had negligible effect 
on flow properties. 

Air flow to the injector, from an oil-free air supply, was 
metered and controlled with a critical flow orifice and 
pressure regulator. Freon-11 was fed to the injector from a 
pressurized tank and metered with a rotameter. Total jet 
momentum was measured, using earlier methods [7]. 

Instrumentation. Due to limitations in spatial resolution, 
structure measurements were only made for x/d = 50. Mean 
and fluctuating gas velocities were measured with a 
frequency-shifted laser Doppler anemometer (LDA). A 
single-channel arrangement with several beam orientations 
provided measurements of various velocity components and 
the Reynolds stress. Seeding was provided using drops 
condensed from vacuum pump oil (0.6 /̂ m mean diameter and 
roughly 3 x 1010 particles/m3) in the surrounding air. Signals 
from large drops in the spray were eliminated by setting a low 
amplitude limit on the burst-counter data processor 
(maximum drop concentrations were more than an order of 
magnitude smaller than seeding particle concentrations in any 
event). Signal rates were high; therefore, the analog output of 
the burst counter was processed directly to yield time-
averages, avoiding velocity bias. 

Slide impaction and flash photography were used to 
measure drop-size distributions. Slide impaction involved 
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Table 1 Summary of test conditions" 

Case 1 

Injector flow rates, mg/s 
Gas 
Liquid6 

Loading ratioc 

Jet momentum, mN 
Initial velocity, m/s 
Reynolds number'1' 
SMD, fime 

Spray angle, degrees-^ 

188 
1450 
7.71 

105.7 
64.5 

4.1X104 

30.6 
27 

120 
1894 
15.78 
59.7 
29.64 

3.6X104 

58.1 
29 

"Both flows employ Spraying Systems air-atomizing injector (model 
1/4J2050 nozzle, No. 67147 air nozzle, 1.194 mm injector exit 
diameter). Ambient and injector inlet temperature 300 ± 1 K; 
ambient pressure, 97 kPa. 

''Freon-11. 
cRatio of injected liquid to gas flow rates. 
d Assuming LHF with dynamic viscosity of air at NTP. 
e Area-weighted average SMD measured by slide impaction at xld = 
50. 

•^Determined from concentration measurements at xld = 50. 

briefly exposing a small glass slide coated with magnesium 
oxide to the flow and measuring the diameters of craters in the 
coating left by impacting drops [7]. The raw data were 
corrected for bias, due to changes in probe collection ef­
ficiency with size, following Ranz [9]. Typically, 2000 drops 
were counted at each position to find the local drop size 
distribution which was processed directly to yield SMD. The 
slide impactor was also used for liquid flux measurements, 
similar to past work [7], 

Mean gas temperatures were measured with a shielded fine-
wire thermocouple, similar to Shearer et al. [1], This consisted 
of a 25-/xm-dia chromel-alumel, butt-welded thermocouple 
which was located along the centerline of a 1.6-mm o.d. half-
cylindrical shield. The shield was positioned upstream of the 
thermocouple so that all but the smallest drops (less than 10 
fim diameter) impinged on the shield rather than on the 
thermocouple. 

A double-flash shadowphotography method was used for 
combined measurements of drop size and velocity, similar to 
McCreath et al. [10]. Several optical configurations, camera 
optics, and flash intervals were used (see [8] for details). The 
depth of field was determined as a function of camera optics 
and drop size so that the drop-size distribution could be 
corrected for depth-of-field bias [8]. Drop size and velocity 
distributions were found by measuring 600-800 drops at each 
location. 

Profiles of the total concentration (gas and liquid) of 

Freon-11 were obtained using a sampling probe (4 mm i.d.) 
operating at isokinetic conditions (based on the mean gas-
phase velocity). The tip of the probe was heated electrically to 
evaporate Freon-11. The resulting mixture was analyzed using 
a gas chromatograph. 

Uncertainties in mean and fluctuating gas velocities were 
less than 10 percent and were repeatable within 5 percent. The 
uncertainty in mean drop velocity was less than 10 percent, 
but fluctuating drop velocities (particularly for large drops) 
are only qualitative due to the relatively low number of drops 
considered. Uncertainties in drop size are ± 25 percent for 
diameters less than 25 /xm, declining to ± 10 percent for 
larger drops; drops less than 10 /im in diameter were not 
measured. Conservation checks of the overall flux of Freon-
11 suggest uncertainties in concentration measurements less 
than 15 percent [8]. Past experience with liquid flux deter­
minations by slide impaction, for nonevaporating sprays [5, 
6], suggests uncertainties less than 20 percent. Uncertainties in 
mean gas temperatures are difficult to evaluate due to effects 
of drop impacts; therefore, these measurements are only 
qualitative. 

Theoretical Methods 

General Description. The present LHF model is very similar 
to earlier work on evaporating sprays in this laboratory [7] 
and the DSF model is a straightforward simplification of the 
SSF model; therefore, only the SSF model will be discussed in 
the following, with changes applying to the other models 
noted. 

Major assumptions for the continuous phase are: 
axisymmetric and steady (in the mean) flow with no swirl 
(verified by measurements), boundary layer approximations 
apply, equal exchange coefficients of all species and heat, 
buoyancy only affects mean flow, and negligible effects of 
mean kinetic energy and radiation. The first of these is a 
condition of the experiments, the remainder are common 
assumptions for spray analysis [1]. The models employ widely 
adopted procedures of k-e-g turbulence models for the gas 
phase, since this approach has provided good structure 
predictions for constant and variable density single-phase jets, 
particle-laden jets, and nonevaporating sprays [1-8, 11-13], 
Favre (mass weighted)-averaged governing equations are 
solved, since only a single set of empirical constants is needed 
for both constant and variable density flows and terms in­
volving density fluctuations are easily accommodated. Effects 
of buoyancy on turbulence properties were ignored, since this 
reduces empiricism and has been successful in the past [13]. 

Nomenclature 

a = 
C, = 

d = 
dP = 

f = 

G 
k 

m 
m 

P<J) 

acceleration of gravity 
parameters in turbulence 
model 
injector diameter 
drop diameter 
mixture fraction 
square of gas-phase mass 
fraction or mixture fraction 
fluctuations 
liquid mass flux of Freon-11 
turbulence kinetic energy 
dissipation length scale 
drop mass 
drop evaporation rate 
probability density function 
(PDF) off 
radial distance 
source term 

t = 

u = 
u = 
v • = 

x = 
Y, = 
V, = 

A/„ 

P 

drop source term 
time 
eddy lifetime 
axial velocity 
radial velocity 
axial distance 
mass fraction of species i 
volume of computational 
celly 
drop residence time in a 
computational cell 
rate of dissipation of 
turbulence kinetic energy 
turbulent viscosity 
density 
turbulent Prandtl/Schmidt 
number 
generic property 

Subscripts 
c = 
/ = 
F = 
g = 

m = 

P = 
0 = 

00 = 

centerline quantity 
liquid 
Freon-11 
vapor 
average over computational 
cell 
drop property 
injector exit condition 
ambient condition 

Superscripts 
( )" = fluctuating quantity 

( " ) = Reynolds (time) average 
(~ ) = Favre (mass weighted) 

average 
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Table 2 Source terms in gas-phase governing equations" 

<t> 
1 
ii 
YFg 

k 

e 

SFg 

C» 
0.09 

s* 
0 

a(Pc»-p) 
0 

" ' ( I T ) ~'pt-

(c<""(l7) 
r (df^Y cgl,\ dr ) 

C.i 

1.44 

cgl 

2.8 

-C e 2pe)(e/A:) 

~Cg2P gFgt/k 

C(2 = Cg2 

1.87 

°k 

1.0 

SP-t> 

Spm 
Spu 

0 

0 

0 

CTt 

1.3 

(Sy = ( 

0.7 

JgFg 

"Form shown is for DSF and SSF calculations. LHF calculations involve setting all Sp4l 
= 0 and denoting YFg = /and gFg = g, similar to [7]. 

The liquid phase was treated by solving Lagrangian 
equations of motion for trajectories of a statistically 
significant sample of individual drops and then computing 
source terms for mass, momentum, and energy due to drops 
in the governing equations for the gas phase. This involves 
dividing the drops into n groups (defined by position, 
diameter, and velocity) at the initial condition, and then 
computing their subsequent life history in the flow. Dif­
ficulties in making measurements near the injector required 
specification of initial conditions at x/d = 50. Downstream 
of this position, the void fraction was always greater than 
99.1 percent and assumptions of dilute sprays could be ap­
plied, i.e., the volume of the liquid phase, drop collisions, 
effects of adjacent drops on drop transport, and direct effects 
of particle motion on turbulence properties (turbulence 
modulation [1]) could be ignored with little error. These 
assumptions are typical of analysis of dilute sprays and are 
fully discussed elsewhere [ 1 ]. 

Consideration of energy transport within a drop excessively 
complicates analysis; therefore, the thin-skin approximation 
was applied, where the bulk liquid remains at its initial 
condition while only an infinitely thin layer at the surface is 
heated (or cooled) during evaporation. This approximation 
provides reasonably good treatment of transient drop effects 
(comparable to the more widely used uniform drop tem­
perature limit) [1] and has the added advantage that all scalar 
properties in the gas phase can be specified solely by the mass 
fraction of vapor (called the state relationships) for present 
conditions [8]. State relationships are found by simple 
adiabatic mixing calculations for the state reached when 
various concentrations of liquid Freon-11 and air at ambient 
conditions are brought to thermodynamic equilibrium [8]. 

Gas Phase Formulation. Under present assumptions, the 
gas phase governing equations for the separated flow models 

d - 1 
— (pU(p) + — 
ox r dr 

1 d 
(rpv4>) = — — 

1 d ( ,1, d<p \ 

r dr \ at dr / 
J P * 

(1) 

where <j> = p4>/p is a Favre-averaged quantity. The parameters 
4>, S^, and Sp4, appearing in equation (1) are summarized in 
Table 2, along with appropriate empirical constants. Effects 
of laminar transport are negligible for present flows; 
therefore, the turbulent viscosity was found from 

/i, = C„p*Ve (2) 

Interactions between drops and the continuous phase are 
ignored in the equations for k, e, and gFg under the dilute 
spray approximation [1]. The mass and momentum source 

terms appearing in Table 2 are found by computing the net 
change of mass and momentum of each drop group / passing 
through computational cell,/, as follows: 

x / = i ' ' 

SPUJ = vf' ( S «/ ((rriiUp,) ,„ - (m,upi) 0„, 
v / = i 

+ mima(\-p/pp)Ati 

(3) 

(4) 

Except for the LHF model, the mass-averaged mean value 
of any scalar property is found from the state relationships 
<p(YFg) as follows [12, 13] 

j>=\o4>(YFg)P(YFg)dYFg (5) 

while p is found from 
1 1 

P = ( S O P 7 ^ ( 5 V < > (6) 

Following past work [1, 11, 13], P{ YFg) was assumed to be a 
clipped Gaussian function with most probable value and 
variance determined by known values of YFg and gFg [8]. 
Analogous procedures involving / and g apply for the LHF 
model [13]. Finally, the SSF model requires the time-averaged 
PDF of YFg,P( YFg), found as follows 

P(YFg) = (p/p(YFg))P(YFg) (7) 

Use of P( YFg) in an equation analogous to equation (5) yields 
time-averaged scalar properties. 

Calculations for the continuous phase were performed 
using a modified version of GENMIX [15]. The com­
putational grid was similar to past work [2-7, 13]. 

Drop Phase. The SSF formulation involves computing drop 
trajectories as they encounter a random distribution of 
turbulent eddies, providing simultaneously for drop 
dispersion by turbulence and effects of turbulent fluctuations 
on interphase transport. The properties of each eddy and the 
time of interaction of a drop with a particular eddy were 
found by extending a method proposed by Gosman and 
Ioannides [14] and subsequently developed for 
nonevaporating flows in this laboratory [1-6]. Properties of 
each eddy are assumed to be uniform and to change randomly 
from one eddy to the next. The eddy velocity was found by 
making a random selection from the PDF for velocity 
assuming an isotropic Gaussian PDF having mean values «, v, 
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Fig. 1 Radial variation of SMD at x/d = 50 

and 0 and standard deviations of (2k/3)w2. This ignores the 
distinction between Favre and time-averaged velocities (the 
latter should be sampled), but these differences are small for 
variable density jets [13] and the approximation avoids ad­
ditional modeling to find density/velocity fluctuation 
correlations. Scalar properties of each eddy were found by 
randomly sampling the time-averaged PDF of YFg and ob­
taining other scalar properties from the state relationships. A 
drop was assumed to interact with an eddy as long as the time 
of interaction did not exceed the eddy lifetime te or the 
displacement of the drop through the eddy did not exceed the 
characteristic eddy size Le. These quantities were estimated 
following past practice [1-6], as follows 

Le = C„3/4/c3/2/e, te=Le/(2k/3)[n (8) 

All quantities required for these procedures are available from 
the continuous-phase solution. 

Assumptions for the particle trajectory calculations are 
typical of analysis of dilute sprays [1, 16]: Interphase trans­
port is assumed to be quasi-steady; since pp/p is large, effects 
of virtual mass, Basset forces, and Magnus forces are 
neglected with little error; phase equilibrium is assumed at the 
liquid surface; an empirical expression is used to treat drop 
drag; and drop heat and mass transfer are treated using 
stagnant film theory in conjunction with empirical ex­
pressions for effects of forced convection. Local ambient 
properties are taken to be instantaneous eddy properties for 
the SSF model and local mean properties for the DSF model. 
The complete formulation is lengthy and space limitations 
preclude presenting it here (see [1] or [8] for details). 
Numerical closure was achieved by considering trajectories of 
6000 drop groups (SSF model) and 1800 drop groups (DSF 
model). 

Uncertainties in average properties to determine drop 
transport are a potential source of error. Therefore, the 
reference condition for average properties was calibrated 
using measurements of life histories of single Freon-11 drops 
supported in an air stream [8]. 

Comparison With Measurements. Time-averaged mean and 
fluctuating velocities were measured but are compared here 
with predicted Favre averages (since Favre and time-averaged 
velocities are nearly the same [13]). The differences between 
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Favre and time-averaged concentrations are generally small 
[13] and Favre and time-averaged drop properties are iden­
tical; therefore, predicted Favre averages are compared with 
these measurements. Measurements of mean temperatures 
with a fine-wire thermocouple fall closest to time averages 
[13]; therefore, predicted time averages are compared with 
measured mean temperatures. 

Results and Discussion 

Initial Conditions. Since it is not limited to dilute sprays, 
LHF predictions were obtained for the entire flow. Initial 
conditions for LHF calculations were specified at the injector 
exit, following past practice [7], Initial conditions for the 
separated flow calculations were measured at x/d = 50. 
Direct measurements included mean and fluctuating 
velocities, Reynolds stress and turbulence kinetic energy of 
the gas phase; mean mass flux, drop-size distribution and 
mean and fluctuating axial velocities of the liquid phase; and 
total mean concentration of Freon-11 including both phases, e 
distributions were computed using the turbulence model, and 
the mean mass fraction of Freon-11 vapor was found from 
overall conservation of Freon-11. Profiles of gFg were not 
measured directly; therefore, this parameter was estimated 
using the LHF solution. Fortunately, predictions are not very 
sensitive to this estimate. 

The flash photographs did not provide sufficient resolution 
to measure mean and fluctuating radial drop velocities. 
Therefore, mean radial velocity was assumed to increase 
linearly from the axis to match the spray angle at the edge, 
while Dp2 = up'

2/9, following past practice [6]. 
The sensitivity of SSF predictions to initial conditions was 

assessed by varying each parameter 25 percent while keeping 
all others constant [8]. Predicted gas properties and SMD 
were relatively insensitive to input parameters. Predicted mass 
flux distributions were most sensitive, particularly to initial 
drop velocities, e.g., Gc at x/d = 250 (the most sensitive 
location) varied 20-25 percent with 25 percent changes in 
initial values of iip and vp. 

Figure 1 is an illustration of profiles of SMD at x/d = 50, 
showing both slide impaction and photographic 
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measurements. Differences between the two techniques are 
small, even though slide impaction yields a temporal average 
while photography yields a spatial average. This is expected 
since drop velocity is nearly independent of size at this axial 
location (see Fig. 2). The SMD is nearly invariant over the 
cross section, similar to nonevaporating sprays for the same 
location and injector [5, 6]. 

Mean drop velocity as a function of drop size and radial 
position at x/d = 50 is illustrated in Fig. 2 for the case 1 
spray. Drop velocities are nearly independent of size near the 
axis, but increase with size near the edge of the flow. The case 
2 spray and the earlier nonevaporating sprays had similar 
properties [5, 6, 8]. 

Centerline Properties. Predicted (LHF and SSF models) 
and measured mean gas-phase velocities along the axis are 
illustrated in Fig. 3. The LHF model overestimates the rate of 
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development of the sprays—similar to past findings [1, 
7]—with performance deteriorating as the SMD increases. In 
contrast, the SSF model provides satisfactory predictions for 
both sprays. 

Similar results for mean total mass fraction of Freon-11 
(both liquid and gas phases) are shown in Fig. 4, In this case, 
predicted mean mixture fraction is illustrated for the LHF 
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model, since the two quantities are proportional under the 
LHF approximation. The data of Shearer et al. [7] for a 
Freon-11 spray very similar to the present case 1 spray are also 
shown. The measurements approach LHF predictions only 
far from the injector, where most drops have evaporated 
while the SSF model provides good predictions over the range 
where it was used. 

Predicted (DSF and SSF models) and measured mean axial 
drop velocities are illustrated in Figs. 5 and 6. The SSF model 
predicts more rapid deceleration than the DSF model for each 
drop size, due to the nonlinear drop drag law interacting with 
turbulent fluctuations. Both models provide fair agreement 
with measurements, particularly at large x/d. Larger errors at 
x/d near 100 probably result from errors in initial conditions, 
since initial rates of dispersion are sensitive to estimates of 
initial velocity fluctuations. LHF predictions (not shown) 
generally underestimate drop velocities, similar to Fig. 3. 

Figure 7 is an illustration of the variation of SMD along the 
axis. For nonevaporating sprays, turbulent drop dispersion 
causes the SMD to increase with increasing x/d [6]. For 
evaporating sprays, however, this is counteracted by drop 
evaporation; therefore, SMD is relatively constant until the 
largest drops finally evaporate. Predictions of both models 
and the measurements are comparable, suggesting that effects 
of dispersion are less significant for evaporating sprays than 
for nonevaporating sprays [5,6]. 

Figure 8 is an illustration of predictions (LHF and SSF 
models) and measurements of mean gas-phase temperatures 
along the axis. Predictions are time averages, which is the best 
estimate of the thermocouple signal [8]. The poor per-
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Fig. 9 Predicted and measured radial profiles of mean gas-phase 
velocity 

formance of the LHF model is similar to findings of Shearer 
et al. [7] and reflects the importance of finite interphase 
transport rates. In contrast, the SSF model has smaller 
discrepancies, comparable to experimental uncertainties 
(particularly effects of drop impingement which would tend 
to lower measured temperatures). 

Radial Profiles. Predicted (LHF and SSF models) and 
measured radial profiles of mean gas-phase velocity are 
illustrated in Fig. 9. Radial distances are normalized by 
distance from the injector, which is the similarity variable for 
fully developed constant density single-phase jets [1], so that 
predictions of flow width can be seen directly. Unlike most 
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Fig. 10 Predicted and measured radial profiles of mean mixture 
fraction (LHF) or total Freon-11 concentration (SSF) 

particle-laden jets [1], the flow widths of these sprays are 
greater than LHF predictions due to enhanced dispersion of 
drops by turbulence. This behavior, however, is less 
pronounced than in earlier nonevaporating spray tests [5, 6], 
since drops evaporate quite rapidly as they reach nearly pure 
air near the edge of the flow (reducing their radial dispersion 
as drops). 

Predicted and measured radial profiles of total (gas and 
liquid) mean Freon-11 concentration are illustrated in Fig. 10. 
Predictions of all three models are shown. The DSF model 
yields a peaked profile, due to neglect of turbulent dispersion 
of drops, while the LHF and SSF models provide better 
agreement with measurements. In general, discrepancies 
between the LHF and DSF models and measurements are 
smaller than comparable measurements in nonevaporating 
sprays [5, 6], since Freon-11 vapor tends to dominate the 
concentration measurement for present test conditions. 
Turbulent dispersion of drops, however, increases the width 
of the flow in comparison to single-phase jets [1], an effect 
which decreases at large xld where the drops have evaporated. 

Figures 11 and 12 are plots of gas-phase turbulence kinetic 
energy and Reynolds stress. Both these quantities are 
quadratic, which amplifies discrepancies between predictions 
and measurements. The comparison between predictions and 
measurements is reasonably good for the case 1 spray, but 
poorer for the more heavily loaded case 2 spray. This could be 
due to turbulence modulation, which was ignored during 
present calculations. Unusually low values of Reynolds stress 
are observed for the more heavily loaded case 2 spray at xld 
= 100 and 250. This could be due to bias of the measurements 
by drops, since fluctuating radial particle velocities are 
significantly smaller than radial gas fluctuations in two-phase 
jets [4]. 

Conclusions 

The present measurements of evaporating spray structure 
should be useful for evaluation of dilute spray models since 
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Fig. 11 Predicted and measured radial profiles of gas-phase kinetic 
energy 
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boundary layer approximations apply, simplifying numerical 
closure, while initial and boundary conditions are well 
defined. All measurements are tabulated in [8]. 

Major conclusions of the study are as follows: 
1 The LHF and DSF models did not provide very 

satisfactory predictions for the test sprays. The DSF model 
performed poorly due to neglect of drop dispersion by tur­
bulence and nonlinear drag/turbulence interaction. The LHF' 
model performed poorly due to neglect of effects of finite 
interphase transport rates. 

2 The SSF model yielded better predictions than the LHF 
and DSF models, similar to past experience [1-6], and appears 
to have potential for practical spray analysis. 

3 Specification of initial conditions, i.e., liquid flux, drop 
sizes, mean and fluctuating drop velocities, etc., is the most 
critical factor in estimating the structure of dilute sprays, in 
agreement with Gosman and Ioannides [14]. 
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Film Condensation Over a 
Horizontal Cylinder for Combined 
Gravity and Forced Flow 
The problem of laminar film condensation of a saturated vapor flowing over a cold 
horizontal cylinder is investigated. A rigorous formulation of the governing 
equations for the vapor boundary layer and the condensed liquid film, including 
both the gravity-driven body forces and the imposed pressure gradient caused by 
the vapor flow, is presented. A generalized transformation of the governing 
equations allows a wide range ofFroude numbers to be investigated. A unique value 
of the Froude number is defined which allows a distinction between the gravity-
dominated flow (Fr—0) and the forced flow (Fr—oa) and basically defines the 
overlap region for the two solution domains. Numerical solutions are obtained in 
the merging flow regions controlled by both driving forces. The effects of den­
sity/viscosity ratio at the liquid-vapor interface, Prandtl number, Jakob number, 
and Froude number on the heat transfer characteristics are presented. 

Introduction 

The laminar film condensation of a saturated vapor on a 
cold surface has been the object of numerous investigations. 
Nusselt [1] in 1916 developed a very simple but effective 
analytical model to describe this phenomenon. In 1959 
Sparrow [2] applied the boundary layer theory to the for­
mulation of this problem. Since then, advances in the 
treatment of the boundary layer have allowed the solution of 
the condensation problem with increasing accuracy. Studies 
by Chen [3], Koh [4], Shekriladze [5], Fujii [6], and Denny [7] 
are some of the significant contributions. Recently, sub­
stantial advances in the numerical techniques for integrating 
the boundary layer equations allow the solution to account 
for most of the factors that influence condensation. Gaddis 
[8] formulated the governing equations for this problem 
under the most general conditions. He then proceeded to solve 
these equations with a series expansion solution. This 
technique has limitations on its applicability to a wide class of 
shapes. The present study deals with the set of equations 
analyzed by Gaddis. A more general approach to the solution 
and a discussion of the numerical results are pursued. In 
addition, a more flexible numerical technique is successfully 
applied to solve the problem for a horizontal circular cylinder 
as a particular case of the general class of two-dimensional 
body shapes. 

While this paper was being reviewed, an investigation by 
Honda [9] was submitted to this journal and was recently 
published. This investigation deals with a similar problem 
addressing different aspects of it. The numerical technique 
presented by Honda is unique with respect to the treatment of 
nonvertical vapor flows. The major thrust of his investigation 
is the inclusion of the wall temperature distribution obtained 
by considering the conduction heat transfer in the tube wall. 
However, the use of the cylindrical coordinate system restricts 
the solution to circular cylinders. 

Formulation of the Governing Equations 

A horizontal cylinder is immersed in a flowing stream of 
pure vapor at its saturation temperature Ts. The vapor free-
stream velocity and the gravity field are in the same direction. 
The cylinder surface temperature T0 is uniform and lower 
than Ts; therefore, condensation occurs and a thin film of 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 26, 
1983. Paper No. 83-HT-84. 

Journal of Heat Transfer 

condensed liquid wets the cylinder surface. The film moves 
under the combined action of the gravity force and the shear 
forces at the liquid-vapor interface due to the vapor motion. 
A representation of the model and the coordinate system is 
given in Fig. 1. Note that the curvilinear coordinate system 
has its origin on the liquid-vapor interface and has axes 
tangential and orthogonal to it. The nondimensional variable 
6 relates to the coordinate x, being equal to the ratio of x and 
the fixed characteristic length a, In the particular case of the 
circular cylinder, 6 is also the angle from the vertical sym­
metry plane. 

The rate of condensation of the vapor depends on the ef­
fectiveness of the heat removal from the liquid-vapor in­
terface. The heat delivered at the interface by the con­
densation process is transferred through the liquid film to the 
cylinder surface and it is also convected downstream by the 
moving liquid film; therefore, the fluid dynamic and the 
thermal behavior of the liquid film govern the entire process. 

The conservation of mass, momentum, and energy for the 
steady laminar flow are described by the following equations. 

INVISCID VAPOR REGION 

VAPOR BOUNDARY LAYER 
OUTER EDGE 

" " s«a 

Fig. 1 Model and coordinate system 
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(4) 
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Viscous dissipation, surface tension forces and temperature 
dependence for the properties have been neglected. The 
appropriate boundary conditions for this problem are 

(0 At the cylinder surface (y= —s) 

uL=0 

vL=0 

TL = T0 

(ii) At the liquid-vapor interface 0 = 0) 

Uy = UL 

PyVy = pLVL 

dUy duL 

dy dy 

TL = TS 

(Hi) At the vapor boundary layer outer edge (y—oo) 

(6) 

(7) 

(8) 

(9) 

(10) 

(11) 

(12) 

Uy = Ue (13) 

The thickness of the liquid film is determined by a heat 
balance stating that the heat transferred at the body surface is 
equal to the heat released at the liquid-vapor interface by the 
condensation process minus the heat that is convected away 

by the liquid film. Along with the boundary layer ap­
proximation, this balance can be written as 

k^)-riLpLUd^+c^-T^]dy (14) 

By making use of the nondimensional variables 6, z and 
recalling that the inviscid solution for the pressure gradient 
gives 

dp duP 

dx -pvU'Hx- (15) 

the conservation laws with their boundary conditions are 
formulated in terms of the nondimensional stream function \p 
and temperature </> defined by the relations 

** ™ (16) 
dd 

di 

Tz ~ 

Ts 

ua 

V 

-T 

(17) 

<t> = ^ - ^ 0 8 ) 

For a detailed discussion refer to [10]. 
Note that although the momentum and energy equations 

appear uncoupled, the thickness of the liquid layer implicitly 
links these equations through the heat balance on the con­
densed liquid film. In essence, this is a system of three 
nonlinear partial differential equations coupled through a 
nonlinear integrodifferential equation. 

Scaling Laws and Solution Procedure 

In order to solve the system of equations, the following 
transformation from the physical plane (8, z) into the trans­
formed plane (6, if) is introduced 

r,=cz(b/eyA (19) 
The constant C and the function b(0) are, as yet, undefined. 
The transformed stream function and temperature become 

F(d,r,) = (C)-i(b/eyW2t (20) 

N o m e n c l a t u r e 

a = 

b = 

C = 

c = 
F = 
/ = 

Fr = 

Frc = 

G = 

Gr 

h = 

nfg 

IR = 

Ja = 

cylinder radius 
prescribed function, equation 
(36) or equation (38) 
prescribed scaling parameter, 
equation (35) or equation (37) 
specific heat 
transformed stream function, 
equation (20) 
prescribed shape function, 
equation (41) 
Froude number = 
ui/ag(l~pv/PL) 
Froude combined flow (Fig. 
2) 
transformed temperature of 
the liquid film, equation (21) 
acceleration of gravity 
Grashof number = 
a3g(l-pv/pL)/v2

L 

heat transfer coefficient: 
q = h(Ts-T0) 
specific enthalpy of con­
densation 
interfacial ratio = 
HVPV/HLPL 

Jakob number = 
cL(Ts-T0)/hfg 

k 
M 

Nu 
P 

Pr 
<7 

Re£ 

Re,/ 

£ 

T 
T 
1 s u 

ue 

u„ 
V 

w 

x 

y 

= thermal conductivity 
= driving forces function, 

equation (34) 
= Nusselt number = h2a/kL 

= pressure 
= Prandtl number = PLCL/kL 

= heat flux 
= Reynolds number of the liquid 

film = u^a/vi 
= Reynolds number of the vapor 

= uxa/vv 

= thickness of the liquid film 
= temperature 
= fluid saturation temperature 
= velocity component in the x 

direction 
= inviscid flow velocity at the 

cylinder surface 
= vapor free-stream velocity 
= velocity in the y direction 
= prescribed function of d: 

W(0) = Ue(0)/"°o 
= coordinate tangent to the 

liquid-vapor interface 
= coordinate normal to the 

liquid-vapor interface 

z 

a 

V 

6 

V-
V 

P 
4> 

t 

= nondimensional coordinate: 
y = az 

= t he rma l diffusivity = 
kLIPLCL 

= transformed coodinate of y, 
equation (19) 

= nondimensional coordinate: 
x=ad 

= viscosity 
= kinematic viscosity 
= density 
= nondimensional temperature, 

equation (18) 
= nond imens iona l s t ream 

function, equations (16) and 
(17) 

Superscripts 
' = differentiation with respect to 

V 

Subscripts 
L 
V 
0 

= liquid film property 
= vapor property 
= property at the cylinder 

surface 
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G(6,V) = <i> (21) 

By substituting into the governing equations, one obtains 

Vapor boundary layer 

F>»+( 6 d b
+

l \ F F" 6db(F>V 

Liquidfilm 
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F['+ I + - )FLF'/ (F'L)2 
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(22) 
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C"™1 + (lb 78+ 2h°' 

V L 36 3d J 
Heat balance 

( 8 db 1 \ f° 
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The boundary conditions become 
(/) At the cylinder surface (?/ = - TJ0) 

FL=0 

F[=0 

G = l 

(») At the liquid-vapor interface (ij = 0) 

F'v = F'L 

6 db \\ dFv 

\26 rfe 2 / 

=(/#) -1/2 ^ 
\2b~dB+i)FL + Ble 2b dd ' 2 

F"V = (IR)-'AF"L 

G = 0 

(23) 

(24) 

(25) 

(26) 

(27) 

(28) 

(29) 

(30) 

(31) 

(32) 

(Hi) At the vapor boundary layer outer edge (t?-» <») 

>v 
F p = - R e K ( Q - 2 (33) 

o 

The liquid film is driven by the body forces, the pressure 
gradient, and the interfacial shear. In the liquid film 
momentum equation (23) the term M represents the body 
forces and the pressure gradient and it is written 

M--
(Re t )

2 (p„/p t ) wd dw 

de c 4 b2 (34) 
C4 b2 

The interfacial shear is introduced by the boundary condition 
at the liquid-vapor interface. 

The constant C and the function b(6) in equation (33, 34) 
are defined in two different forms that are designated as 
Reynolds scaling and Grashof scaling. For the Reynolds 
scaling, they are written as 

C = (Re)l/i 

b(d) = w(0) 

while for the Grashof scaling, they become 

C=(Gr) '4 

b(8)=f(8) 

Therefore, the function Mis respectively 

Pv e dw / T ^_ , fe_ 
i,2 

M= 
PL w de 

+ (Fr)-

(35) 

(36) 

(37) 

(38) 

(Reynolds scaling) (39) 

and 

M=(Fr) — -2 — +-
PL J dd f 

(Grashof scaling) (40) 

Note that the Grashof scaling allows one to solve the problem 
for gravity-driven flow of the liquid film, that is for values of 
the Froude number in the low range including zero. The 
Reynolds scaling, on the other hand, is more adequate for the 
interfacial shear-dominated flow of the liquid film 
corresponding to very high values of the Froude number. The 
two different scalings are needed because equation (39) 
presents a singularity for Froude number equal to zero, while 
equation (40) is unbounded for very large values of the 
Froude number. The merits of using the two scaling laws 
become apparent when the numerical results are discussed. 

The final form of the system of equations (22) to (33) shows 
that the shape of the body surface is prescribed solely by the 
functions/and w; thus the analysis could be readily extended 
to various body configurations by an adequate selection of 
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Fig. 2 Ratio of the shear stresses at the liquid-vapor interface and at 
the cylinder surface as a function of the Froude number 
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these two functions. In this investigation, the two functions 
describing a circular cylinder surface are respectively 

f(B) = sine (41) 

w ( 0 ) = 2 s i n 0 (42) 

Note that the inviscid solution for the tangential velocity at 
the cylinder surface w is obtained neglecting the suction effect 
due to the condensation process and ignoring the presence of 
the condensed liquid film. 

The system of equations is solved by an iteration procedure. 
A thickness of the liquid layer at the front stagnation point of 
the cylinder is assumed. The nonlinear momentum equations 
for the liquid and vapor regions are simultaneously integrated 
with an iterative linearization scheme. The energy equation 
for the liquid layer is linear and its solution together with the 
velocity profile is substituted in the heat balance equation. If 
the heat balance is not satisfied, a new value for the liquid 
film thickness is assumed and this procedure is repeated. Once 
the heat balance equation is satisfied within a given accuracy, 
the solutions at downstream locations on the body are sub­
sequently computed until separation occurs and the bound­
ary layer model becomes invalid. 

At each location on the cylinder, the integration in the 17 
direction is performed with an implicit method developed by 
Keller [11] and designated as the Box method. The equations 
are integrated along the 6 direction with a finite difference 
approximation of the first order derivatives. Further details 
on the numerical techniques are discussed by di Marzo [10]. 
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Fig. 3 Froude combined flow as a function of the interfacial ratio 

Analysis for Combined Gravity and Forced Flow 

The major effort of this investigation is to clearly identify a 
criterion to merge the solutions obtained from the Grashof 
and the Reynolds scaling laws. The numerical results overlap 
in the flow region controlled by both driving forces (gravity 
and interfacial shear). The results will show that the fluid 
mechanics of the liquid film is directly responsible for the heat 
transfer behavior. This consideration allows one to identify a 
criterion strictly related to the motion of the liquid film. Of all 
the features one could consider, the ratio of the shear stress at 
the liquid-vapor interface to the shear stress at the wall is 
unique because it allows the direct comparison of both the 
gravity and the shear dominated flows, independently of the 
scaling law used. Most other parameters, including those 
associated with the heat transfer, are unbounded in one of the 
limits of the Froude number. 

Figure 2 shows the ratio of the shear forces at the liquid-
vapor interface and cylinder surface as a function of the 
Froude number. In order to later describe the behavior of the 
various heat transfer parameters in the intermediate flow 
region, the value of Froude number corresponding to the 
midpoint of the shear ratio curve, shown in Fig. 2, is defined 
as the Froude Combined Flow (Frc). This is the criterion that 
will separate the two flow domains (gravity/interfacial shear). 

Figure 3 illustrates the dependence of Frc, on the Interfacial 
Ratio parameter. For low values of IR (IR <10" 4 ) an ex­
ponential growth is observed. For high values of the IR > 
10 ~4, the value of Frc is decreasing rapidly, which means that 
most of the flow region is dominated by the interfacial shear 
forces. Figure 4 shows the effect of the thermal driving force 
(Jakob number) on the value of Frc for two Prandtl numbers. 

Figure 5 describes the velocity profiles in the liquid layer. 
As expected, for a high Froude number, the profile is linear, 
while for zero Froude number the profile is parabolic. These 
results are in agreement respectively with the Couette flow 
solution and with the free shear flow of a liquid layer over an 
inclined plane. 

The previous results were for values of Frc. at the stagnation 
point. It should be noted that Frc is constant in the neigh­
borhood of the stagnation point (0<#<30 deg for a circular 
cylinder) and increases thereafter. The consequence of this 
selection is that Frc is biased toward the gravity flow solution. 
However, this fact is advantageous if one considers that the 
solution obtained by Nusselt for gravity-dominated flow is 
reasonably accurate up to that point (see Fig. 6). 

Several valid alternative criteria could also be used to 
separate the flow regimes into two regions where different 
scaling laws or correlations can predict the heat transfer 
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Fig. 4 Froude combined flow as a function of the Jakob number 
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behavior. The uniqueness ofboth the shear stress ratio and its criterion based on the "inherent" physical features of the 
selection at the stagnation point allows one to define a phenomenon. 
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Fig. 5 Liquid film velocity profiles 

Numerical Results 

The nondimensional parameters governing the con­
densation process are Froude number, Grashof number, 
Jakob number, Nusselt number, Prandtl number, Reynolds 
number, and the ratio of the interfacial properties (density, 
viscosity). Note that the density and viscosity ratios at the 
liquid-vapor interface are combined. The results are analyzed 
with respect to their products identified as the Interfacial 
Ratio (IR). This same parameter was also considered by Koh 
[4] in the treatment of the forced convection condensation. 

Extensive computations indicate that the temperature 
profile in the liquid film remains linear over a wide range of 
these governing parameters. The linear temperature profile 
implies that the Nusselt number at the cylinder surface is 
equal to the inverse of the nondimensional liquid layer 
thickness. Therefore, the rate of increase of the thickness of 
the liquid layer moving along the cylinder is proportional to 
the decay of the heat transfer coefficient. 

In order to compare the results over the range of Froude 
number, the thickness along the cylinder is normalized with 
respect to the thickness at the stagnation point. The results are 
shown in Fig. 7. Note that for the gravity-dominated flow 
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Fig. 6 Froude combined flow with respect to the heat transfer 
behavior (Reynolds scaling) 
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Fig. 7 Liquid film thickness along the cylinder surface 
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Fig. 10 Heat transfer coefficient at the cylinder stagnation point as a 
function of the Jakob number (Reynolds scaling) 

(Fr = 0), the normalized liquid layer thickness increases 
gradually along the cylinder; while for the interfacial shear 
dominated flow (Fr=106), the normalized thickness of the 
liquid layer increases more rapidly. 

The primary objective of this investigation is to describe the 

heat transfer behavior as a function of the various parameters 
that appear in the governing equations and boundary con­
ditions. 

Figure 8 shows the behavior of the Nusselt number at the 
front stagnation point of the cylinder as a function of the 
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Interfacial Ratio for various Froude numbers. Note that for 
the gravity-driven flow, the parameter IR does not influence 
the heat transfer process. This result becomes apparent if one 
considers that the interfacial effects have little influence on 
the flow since the gravitational forces are mainly responsible 
for the liquid film motion. The Grashof scaling is used in 
plotting these results and consequently the data tend to a finite 
limit for Froude number equal to zero. 

Figures 9 and 10 illustrate the effects of Jakob number on 
the heat transfer (Nusselt number for gravity and shear 
dominated flow, respectively). An important result shown in 
these figures is that the values of Nusselt number are bounded 
in the region between two adjacent curves shown in the 
figures. For example, consider a fluid with a Prandtl number 
equal to 2. All the solutions are in the region between the two 
lower curves and, in particular, the solution for Fre is 
coincident in both figures. This result is a clear demonstration 
of the merits of the two separate scaling laws used in the 
formulation. 

All the heat transfer data presented thus far are at the front 
stagnation point of the cylinder. In Fig. 11 the average Nusselt 
number over the whole cylinder surface is related to the value 
of Nusselt number at stagnation. It can be observed that for 
very high values of the Prandtl number, one can observe that 

Nu average = 0.804 Nu slagnalion (43) 
where the average Nusselt number is obtained by averaging 

the local Nusselt number over the cylinder surface and 
neglecting the heat transfer contribution downstream of the 
flow reversal (separation) point. 

The dependence of the Nusselt number on the Froude 
number is illustrated in Fig. 12. Note that the ratio of the 
average and stagnation values of the Nusselt number 
decreases in the combined gravity and interfacial shear flow 
region. In the high and low Froude number limits, the ratio 
tends to constant values, as one would expect. 

A detailed explanation of the phenomena occurring at the 
downstream separation location (flow reversal) is presented in 
the appendix. The implications of these patterns on the heat 
transfer and the condensation process are discussed. 

Comparison With Other Investigations 

The numerical accuracy of the computational method is 
assessed by comparing the computed results with those ob­
tained by Gaddis [8] and by Nusselt [1]. Table 1 presents a 
comparison of some relevant parameters. The Nusselt number 
average over the cylinder surface is reported by Gaddis only 
for the no-flow case (Fr = 0). Therefore, no comparison is 
possible for the case Fr = 1000. 

It is interesting to compare the results of this investigation 
with those of Shekriladze [5] and Fujii [6]. Consider the case 
of Ja/Pr —0 and Fr—0. By introducing the current nomen­
clature, one obtains 
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Table 1 Comparison of the numerical results 

Fluid Water Water 

Froude number 0.0 0.0 
Jakob number 0.040 0.0020 
Prandtl number 1.74 1.74 
Density ratio 6.25 x 10 ~ 4 6.25x10 
Viscosity ratio 4.46x10 2 4.46x10 

- 4 
-2 

Water 

1000.0 
0.040 
]-74 

6.25.x 10 -* 
4.46 x 10 " 2 

Thickness of the liquid layer at the stagnation point (s/a) 

Gaddis 4.84 X 10 ~ 3 2.28x10 
Present study 4.84 x 10 " 3 2.28x10 

Nusselt number at the stagnation point 

Nusselt 415 877 
Gaddis 415 877 
Present study 415 877 

- 3 
- 3 

1.59xlO~3 

1.56xlO~3 

1264 
1290 

A verage Nusselt number over the cylinder surface 

Nusselt 333 704 
Gaddis 337 709 
Present study 334 705 

-

Water 

1000.0 
0.0020 
1.74 
6.25 X 10 ~ 4 

4.46 x 10 ~ 2 

7.83 x 10 ~ 3 

7.84X10"3 

2553 
2551 

-

Liquid 
metal 

0.0 
0.010 
5 . 0 x l 0 ~ 3 

2.94 X 10 ~ 4 

9.19X10"3 

1.95 X 10 -2 

1.96xl0~ 2 

135 
103 
102 

108 
87.4 
83.8 

Viscous 
liquid 

0.0 
1.0 
100.0 
0.10 
1.0 

6.85x10 
6.86x10 

286 
315 
315 

229 
255 
254 

Viscous 
liquid 

1000,0 
1.0 
100.0 
0.10 
1.0 

~3 1.10x10 
" 3 1.08x10 

1943 
1974 

-

Nu= 1.23Pr°-2SJa~°'25Gr0-25 (Shekriladze) 
Nu= 1.22Pr0-25Ja~°-25Gr0-25 (Fujii) 

Nu = 1.25Pr025Ja 5Gr° 

(44) 
(45) 

(Present investigation) (46) 
Consider the case of Ja/Pr = 5.65x 10~3 (water vapor at 

atmospheric pressure, condensing under a temperature 
difference of ~5°C). Figure 13 offers a comparison of the 
results. For flow situations characterized by Froude numbers 
lower than Frc, the results obtained by Nusselt are in very 
good agreement with the findings of the other investigators. 
At high values of the Froude number (Fr>Frc), the 
agreement with Fujii is very good but there are discrepancies 
with the findings by Shekriladze. 

Summary and Conclusions 

The governing equations for the problem of the laminar 
film condensation of a pure saturated vapor over a two-
dimensional, horizontal body are formulated. Two different 
scaling laws of the transformed governing equations are 
introduced to investigate the complete range of Froude 
numbers. The Froude Combined Flow number (Frc) is 
defined to merge the two solution domains and its value is 
tabulated over a range of the various governing parameters. 

The heat transfer coefficient at the cylinder surface is 
computed over a wide range of Froude, Jakob, and Prandtl 
numbers, and Interfacial Ratios. The average value of the 
heat transfer coefficient over the cylinder surface is evaluated. 
The results of this investigation are compared with other 
published results over a range of nondimensional parameters. 
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A P P E N D I X 

Discussion of the Separation Phenomena 

The velocity profiles at the last location on the cylinder 
where the boundary layer is able to produce meaningful data 
are sketched in Fig. 14. By meaningful data the authors mean 
absence of fluctuations in the computational results 
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BOUNDARY LAYER OUTER EDQE 

VAPOR-LIQUID 
INTERFACE" 

/FR-*- < 

BODY SURFACE _ p R | Q R T Q F L 0 W R E V E R S A L 

AFTER FLOW REVERSAL 

Fig. 14 Qualitative velocity profiles in the proximity of the flow 
reversal point 

FR 
Fig. 15 Separation (flow reversal) point location as a function of the 
Froude number 

(especially the higher order derivatives) that would indicate 
the onset of instabilities in the numerical computation. The 
authors postulate separation (flow reversal) to occur ap­
proximately at that location. The dashed lines in the figure 
represent the last meaningful data and the continuous lines 
represent a reasonable extrapolation of such data (in the 
adverse pressure gradient region). This behavior of the 
velocity profiles is well documented by Gaddis and the results 
of this investigation illustrate similar behavior. 

The figure shows that at low Froude number, the depletion 
of momentum due to the adverse pressure gradient affects the 
vapor more than the liquid. This is reasonable, because the 
gravitational forces are responsible for the motion of the 
liquid and they are far larger than the pressure gradient. At 
large Froude number, however, the gravitational forces are 
negligible and flow reversal occurs in the liquid layer. 

The implications of these patterns on the heat transfer are 
very important. At low Froude number, the flow reversal 
occurs in the vapor, and yet the liquid is flowing; there is no 
increase in the thickness of the liquid layer, nor decaying of 
the heat transfer. Therefore, one can conclude that ignoring 
the heat transfer downstream from the flow reversal point is 

not an accurate assumption. Note that this also means that the 
classical solution generated by Nusselt, based on no shear at 
the liquid-vapor interface, is well founded for the gravity-
dominated flow region. 

At high Froude number, flow reversal in the liquid layer 
means a rapid increase in the film thickness (to satisfy con­
servation of mass in the liquid); thus an abrupt decrease in the 
heat transfer is observed. The assumption that the heat 
transfer is negligible downstream from the flow reversal point 
is therefore justified. Therefore, separation (flow reversal) is 
an important issue on the heat transfer performance for 
Froude numbers greater than Frf. To follow up on this 
conclusion, the data on the location of separation (0sep) for 
values of the Froude number higher than Frc are presented in 
Fig. 15 for various condensation rate (Ja number). Note that a 
higher condensation rate will further delay the flow reversal 
or separation. This is due to the suction effect caused by the 
condensation process. The curves indicate that for decreasing 
Froude numbers (increasing effect of the gravity forces), 
separation occurs further downstream. This is to be expected 
because gravity forces prevent the depletion of momentum in 
the liquid film. 
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This section contains shorter technical papers. These shorter papers will be subjected to the same review process as that 
tor lull papers. 

An Investigation Into the Heat Loss Characteristics of 
Buried Pipes 

G. E. Schneider1 

Nomenclature 
A,B 

Bi 
d 
D 
f, 
h 
k 
L 
Q 
R 
S 

T 
x,y 

= correlation parameters 
= Biot modulus s hdlk 
=? pipe diameter 
= depth of pipe centerline 
= insulated fraction 
= heat transfer coefficient 
= thermal conductivity 
= length of analysis cross section 
= heat flow rate 
= thermal resistance 
= parameter describing 

horizontal extent of solution 
domain 

= temperature 
= Cartesian coordinates 

Subscripts 
a 
f 
g 
P 

TOT 
ID 

= ambient 
= fluid 
= ground 
= pipe 
= total 
= one-dimensional 

The understanding and prediction of the heat loss from 
buried pipes to the earth's surface is an important con­
sideration in pipeline design. This is particularly important 
where energy transfer to or from the pipe will significantly 
affect the pumping requirements of the medium carried 
through the pipe or where such energy transfer will affect the 
terrestrial environment in the vicinity of the buried pipe. The 
thermal resistance to heat transfer between the surface of a 
buried pipe and ground level has been calculated for the case 
where both the pipe surface and the ground surface are 
isothermal [1-3], through the use of superposition of line 
source and sink solutions. A solution for the Dirichlet case is 
also available based on the solution of the governing dif­
ferential equation formulated in the bicylinder coordinate 
system [4]. In order to assess the impact that boundary 
condition specification has on the thermal resistance, the case 
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Mechanical Engineering, University of Waterloo, Waterloo, Ontario, Canada, 
Mem. ASME 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
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1983. 

in which the ground surface remains isothermal but the pipe 
surface has a uniform flux boundary prescription has been 
examined [5, 6]. As noted in [6], however, the solution in [5] is 
in error since the temperature and the resistance go to zero, 
for the same heat transfer rate, as the pipe is displaced farther 
below ground level. This anomaly was rectified in the solution 
presented in [6]. 

It is the purpose of this note to examine the problem of heat 
loss from a pipe buried beneath the earth's surface for which 
the boundary conditions at both the pipe surface and at the 
ground surface are convective conditions connecting the pipe 
and ground to fluid and ambient temperatures, respectively. 
This specification is more closely representative of the actual 
conditions under which the heat transfer from the pipe will 
occur and is the first analysis which applies a boundary 
condition at the ground surface which is different from the 
uniform temperature case. A range of values of the 
parameters describing the convective interaction at both the 
pipe surface and at the ground surface are examined. The 
total thermal resistance for the cases studied is provided and a 
correlation equation is provided for the entire range of 
parameters considered. In addition, the influence of partial 
insulation of the upper surface of the pipe on the heat transfer 
rate to/from the pipe is examined and the results presented. 
The solutions for which results are reported were obtained 
from a finite element analysis of the problem and validated 
independently using a finite difference program written in 
bicylinder coordinates. 

Numerical Solution 
The problem of steady-state conduction heat transfer in a 

medium of uniform thermal conductivity was solved for the 
problem geometry shown in Fig. 1. The finite element method 
[7] was employed to determine the temperature distribution 
within the soil and to thereby determine heat flow rates 
through the system. Both the inner pipe surface and the 
ground surface are convectively coupled to their respective 
fluid temperatures, Tj- and Ta. Eight-noded, quadratic, 
isoparametric, quadrilateral finite elements were used 
throughout the domain. A Cartesian coordinate system was 
employed for the basis reference frame while the 
discretization of the domain was based on the bicylinder 
coordinate system [4, 6]. To validate the code, and to 
ascertain the convergence characteristics with mesh 
refinement, the code was employed to solve several problems 
for which both Biot moduli approach infinity. In this limit the 
problem corresponds to a one-dimensional problem in 
bicylinder coordinates for which the analytical solution is 
available [4]. While the analytical solution is one dimensional 
in the bicylinder coordinate system, the problem remains fully 
two dimensional in the Cartesian frame employed for the 
domain discretization. Convergence studies indicate an error 
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Table 1 

- * -y 
D/d 

TOT 

Fig. 1 Problem description 

of less than 1 percent for an 8 x 8 element mesh and a 0.11 
percent error for a 16 x 16 element mesh. All results 
presented employed the 16x16 element mesh. 

In addition to the finite element solutions, further 
verification of the results to be presented was made through 
the use of a finite difference code for the identical problem 
formulation. The finite difference code, however, was written 
in the bicylinder coordinate system following the general 
formulation proposed by Schneider et al. [8] for orthogonal 
curvilinear coordinate systems. The finite difference results, 
using a 30 x 30 finite difference grid in the bicylinder 
coordinate system, support all results presented herein. Based 
on the convergence studies for both the finite difference and 
finite element solutions, it is suggested that a reasonable 
estimate of the accuracy of all solutions presented herein 
would be within 1 percent. 

Results 
The above-formulated problem was solved for depth-to-

diameter ratios of D/d = 1, 2, 5, and 10, for pipe Biot 
modulus values of Bip = 0.1, 1.0, 10.0, and 100.0, and for 
ground Biot modulus values of Big = 1.0, 2.0, 5.0, 10.0, and 
100.0. The results are presented in Table 1 and Fig. 2. To 
enable engineering calculations to be performed using these 
data, the results are related to those obtained using a simple 
addition of one-dimensional component resistances. The 
nondimensional resistance values and the nondimensional 
heat flow values given correspond to heat flow from the entire 
pipe to the entire ground surface, i.e., including both halves 
of the symmetrical problem. 

The actual total resistance of the thermal problem as 
determined from the numerical solutions is expressed in the 
nondimensional form 

R*i 

where 

and 

[RI 
1 1 

1 0 +^rBi: + S 4r]/ [ 1-*J 

" T O T = J \ T r ) T ^ ^ J vTOT TOT" 

S*=38.20[4(£>/d)2-l]1/2 

^f o =(^-)s inh- | [4(Z) /c0 2 - l ] 1 / 2 

(1) 

(2) 

(3) 

(4) 

and where </> is determined by forcing the above right-hand 
side to equal the numerically computed values for the left-
hand side. In the above, S* is a parameter measuring the 
nondimensional, i.e., 2y/d, ground surface width used in the 
computational domain (the actual ground surface width is 
infinite), and is sufficiently large that its inverse, together 
with the assumed values of Big, offers a very small con­
tribution to -ftTOT' The expression given for R*D is that 
corresponding to the one-dimensional, isothermal boundary, 
analytical solution. The actual numerical results are those 
presented in Table 1 with the values of Q* being the inverse of 
" T O T -

Engineering calculations can be made by employing the 
following correlation equation for </>. This is given by 

10 

100 

10 

100 

10 

100 

10 

100 

0 . 1 
1 

10 
100 

. 1 
1 

10 
100 

r-i 

1 
10 
100 

. 1 
1 

10 
100 

. 1 
1 

10 
100 

. 1 
1 

10 
100 

. 1 
1 

10 
100 

. 1 
1 

10 
100 

. 1 
1 

10 
100 .-( 

1 
10 
100 

.1 
1 

10 
100 

. 1 
1 

10 
100 

. 1 
1 

10 
100 

. 1 
1 

10 
100 

.1 
1 

10 
100 

. 1 
1 

10 
100 

.1 
1 

10 
100 

.1 
1 

10 
100 

. 1 
1 

10 
100 

.1 
1 

10 
100 

0.277 
1.495 
2.686 
2.920 
0.280 
1.616 
3.123 
3.453 
0.283 
1.717 
3.560 
4 .011 
0.284 
1.759 
3.765 
4.282 
0.285 
1.802 
3 .991 
4 .591 

0.274 
1.379 
2.312 
2.482 
0.276 
1.438 
2.489 
2.687 
0.278 
1.482 
2.627 
2.849 
0.278 
1.499 
2 .681 
2.913 
0.279 
1.514 
2.734 
2.976 

0.267 
1.201 
1.846 
1.951 
0.268 
1.221 
1.895 
2.006 
0.269 
1.235 
1.927 
2.042 
0.269 
1.240 
1.939 
2.055 
0.269 
1.244 
1.950 
2.067 

0.261 
1.078 
1.567 
1.642 
0.262 
1.086 
1.585 
1.662 
0.262 
1.092 
1.597 
1.675 
0.262 
1.093 
1.601 
1.679 
0.262 
1.095 
1.605 
1.683 

3.616 
0.669 
0.372 
0.342 
3.567 
0.619 
0.320 
0.290 
3.532 
0.582 
0 .281 
0.249 
3.519 
0.568 
0.266 
0.234 
3.506 
0.555 
0.251 
0.218 

3.649 
0.725 
0.432 
0.403 
3.618 
0.695 
0.402 
0.372 
3.598 
0.675 
0 .381 
0 .351 
3 .591 
0.667 
0.373 
0.343 
3.584 
0.660 
0.366 
0.336 

3.741 
0.833 
0.542 
0.512 
3.727 
0.819 
0.528 
0.499 
3.719 
0.810 
0.519 
0.490 
3.716 
0.807 
0.516 
0.487 
3.713 
0.804 
0.513 
0.484 

3.828 
0.928 
0.638 
0.609 
3.821 
0.921 
0.631 
0.602 
3.816 
0.916 
0.626 
0.597 
3.815 
0.915 
0.625 
0.595 
3.813 
0.913 
0.623 
0.594 

0.0576 
0.1879 
0.3108 
0.3344 
0.0468 
0.1347 
0.2224 
0 .2391 
0.0387 
0.0882 
0.1297 
0.1345 
0.0354 
0.0686 
0.0854 
0.0824 
0.0323 
0.0485 
0.0358 
0.0224 

0.0357 
0 .0991 
0.1512 
0.1602 
0.0286 
0 .0651 
0.0951 
0.1000 
0.0238 
0.0396 
0 .0501 
0.0513 
0.0219 
0.0299 
0.0325 
0.0320 
0.0202 
0.0206 
0 .0151 
0.0129 

0.0212 
0.0423 
0.0569 
0.0591 
0.0179 
0.0277 
0.0346 
0.0355 
0.0158 
0.0180 
0.0195 
0.0195 
0.0150 
0.0146 
0.0141 
0.0137 
0.0144 
0.0114 
0.0099 
0.0084 

0.0148 
0.0230 
0.0281 
0.0287 
0.0131 
0.0159 
0.0178 
0.0179 
0.0120 
0.0115 
0.0113 
0.0110 
0.0117 
0.0099 
0.0090 
0.0086 
0.0113 
0.0085 
0.0069 
0.0065 
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where 

A = 

B = 

<S>=A(Dld)B 

[0.292 BipBi-°-6]1035 

Bip+0.478-0.261 log10(Bi^ 

-[BipBig-074]'-022 

Bip + 0.0748 + 0.176 log 10(BL) 

(5) 

(6) 

(7) 

The above correlation equation correlates the numerical data 
to within 2.5 percent of the resistance values as obtained from 

GROUND BIOT NO. 
100 
10 

GROUND BIOT NO. 

00.0 
GROUND BIOT NO. 

0 0 10, 

GROUND BIOT NO. 
1,10.100 

1.0 10.0 

PIPE BIOT NO. 

Fig. 2 Heat loss results for D/d = 1,2, 5, and 10 

the finite element solutions. It is important to note that <j> 
approaches zero in this correlation as both the pipe and 
ground Biot moduli approach infinity, where the one-
dimensional solution in fact becomes valid. 

The results for depth-to-diameter ratios of 1, 2, 5, and 10 
are given graphically in Fig. 2. It is seen from the figure that 
at the smallest value of the pipe Biot modulus the heat loss, 
and hence resistance, is dominated by the convective layer at 
the pipe boundary and that the effect of the ground Biot 
modulus is essentially nonexistent. As the pipe Biot modulus 
is increased, however, the resistance of the pipe surface layer 
decreases in dominance and the thermal spreading effect of 
the ground Biot modulus becomes more apparent. That is, the 
effect of decreasing the ground Biot modulus is to force the 
energy transport to be moved to ground locations more 
distant from the pipe centerline than for higher ground Biot 
moduli. The effect of this spreading is to increase the ground 
conductive resistance, and hence increase the total resistance, 
and to decrease the heat loss from the pipe for the lower Biot 
modulus cases. As the pipe Biot modulus is increased to 
higher values, the dependence of the heat loss on the pipe Biot 
modulus decreases. This corresponds to the approach to the 
extreme case of an isothermal pipe surface specification for 
which the dependence on pipe Biot modulus vanishes entirely. 

As the depth-to-diameter ratio D/d increases from the top 
curves of Fig. 2 to the lowermost curve of Fig. 2, it is observed 
that the influence of the ground Biot modulus decreases 
markedly, essentially vanishing entirely at Did = 10. This is a 
result of the conductive resistance of the soil playing a more 
dominant role in the overall resistance as the pipe is buried 
deeper relative to its diameter. For deeply buried pipes, the 
heat loss from the pipe becomes dependent solely on the 
conductive, geometric configuration and on the pipe boun­
dary specification. 

A second study was undertaken to determine the influence 
that adding insulation to a portion of the pipe's upper surface 
would have on the heat loss from the pipe. Selected com­
binations of Did = 1,2, 5, and 10, B^ = 10 and 100, and Bî  
= 1, 10, and 100 were examined using the same mesh 
definition as employed for the previous study. In all cases, 
conduction circumferentially along the pipe wall was not 
included and an ideal insulating layer was considered. A 
typical contour plot of the temperature field corresponding to 
the top 44 percent of the pipe covered with insulation is 

INSULATIONCZ^ 

PIPE J] 

_^^y°9/ 
fo.7 / 

\o.5 

/ 

\ 0 . .3 

^-GROUND SURFACE 

\ ^ D/d = 1 
\ Bip =100 

\ Big =10 

Fig. 3 Contour plot of ternperature distribution for partially insulated 
pipe 

698 / Vol. 107, AUGUST 1985 Transactions of the ASME 

Downloaded 18 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



b.O 

4.0 

3.0 

2.0 

1.0 

0 

\ D/d = 1 

^£ \ 

—isZT —̂ 

i 

Bip= 10 

Big=10 

1 
Q2 0.4 0.6 0.8 1.0 

FRACTION INSULATED I f , ) 

(a ) 

b.O 

4.0 

3.0 

2.0 

1.0 

0 

" X D/d = 1 

^ \ 

=-—5 ^ 

l l 

Bi p = 100 

Big = 10 

\ \ \ > 
\ \ 

V 
w 
M 

3.0 

"X Big 

S\ 
i a \ 

^ j 

~ 

i 

= 100 

i 

Bi p = l00 

D/d = 1 

A 
\ 

\ \ 
1 1 1 

0 Q2 0.4 0.6 0.8 LO 
FRACTION INSULATED I f , ) 

( b ) 

Fig. 4 Partially insulated pipe results 
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presented in Fig. 3. It is clear from inspection of the figure 
that the presence of the insulation layer significantly distorts 
the temperature field and hence the heat flow distribution. 

Results for the partially insulated pipe surface are presented 
in Fig. 4. Figures 4(a) and 4(b) present the influence of the 
insulated fraction on the energy loss from the pipe with the 
depth-to-diameter ratio being the parameter. It is seen that as 
the pipe is buried deeper relative to its diameter, the influence 
of insulation addition diminishes. This is a direct result of the 
more pronounced volumetric influence of the domain con­
figuration which emerges as the pipe is buried further from 
the surface. For small depth-to-diameter ratios, however, 
there is a significant rate of energy loss reduction with initial 
application of insulation, corresponding to the significant 
influence of insulation on the energy loss to the energy 
rejection surface which in this case is in close proximity to the 
pipe. Similar results are presented in Fig. 4(b). Figure 4(c) 
presents the dependence of energy loss on the pipe fraction 
insulated for a shallowly buried pipe and illustrates that 
largest impact is felt under conditions in which the ground 
boundary interaction approaches the isothermal limit. As the 
ground Biot modulus decreases, the impact of insulation 
addition decreases markedly. 

Discussion and Conclusions 
The problem of heat loss from a buried pipe has been 

considered and has included convective film coefficients on 
both the pipe interior surface and on the exposed ground 
above the pipe. The present formulation is more represen­
tative of expected applications than are those problem 
specifications which render the problem suitable for solution 
by classical methods. Numerical results have been presented 
using both the finite element method and the finite difference 
method for a wide range of problem parameters. The results 
of both methods are in strong support of each other. 

Results have been presented in both tabular and graphical 
form for the case where the entire pipe surface is diabatic. 
Numerical results were presented for depth-to-diameter ratios 
of 1, 2, 5, and 10 and pipe Biot modulus values of 0.1, 1.0, 
10.0, and 100.0. In both the pipe and ground cases the 
characteristic dimension used in the Biot modulus is the pipe 
diameter. A correlation of all data has been presented to 
enable engineering calculations to be performed for the case 
of a fully diabatic pipe surface. 

In addition to the above, numerical results have been 

provided to determine the influence that partial insulation of 
the pipe upper surface will have on the heat flow from the 
pipe. Specific cases examined include depth-to-diameter ratios 
of 1, 2, 5, and 10 for a ground Biot modulus of 10 and for 
pipe Biot moduli of 10 and 100. In addition, for a depth-to-
diameter ratio of 1, and a pipe Biot modulus of 100, the in­
fluence of the ground Biot modulus on heat flow from the 
pipe for partially insulated pipes has been examined. It was 
found that the largest influence of partial insulation over the 
pipe surface was experienced for small depth-to-diameter 
ratios and for large ground Biot moduli. As the depth-to-
diameter ratio is increased, the sensitivity of the heat flow to 
fraction insulated decreases markedly. While a larger sen­
sitivity is expected for depth-to-diameter ratios less than 
unity, such installations are unlikely to be encountered in 
practice. 
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A Direct Analytical Approach for Solving Linear 
Inverse Heat Conduction Problems 

N. M. Alnajem' and M. N. Ozisik2 

Introduction 

The inverse heat conduction problem is concerned with the 
determination of the surface conditions (i.e., temperature or 
heat flux) from the knowledge of the temperature or heat flux 
measurements taken at the interior point of the solid or at its 
back surface. In most cases, the inverse analysis leads to the 
solution of a Fredholm type of integral equation, which is 
known [1] to have no unique and stable solution, unless some 
explicit functional form is specified for the applied surface 
condition. Once an appropriate functional form has been 
decided upon for the applied surface condition, the analysis 
can yield a unique answer for the inverse problem. 

Various approaches have been reported in the literature for 
the solution of one-dimensional linear inverse problems 
[2-11]. 

Analysis 

Consider a slab of thickness L and constant thermal 
properties, initially at a uniform temperature T„. Suddenly, 
at time t = 0, an unknown temperature variation f(t) is ap­
plied to the front surface at x = 0, while the back surface is 
either kept insulated or allowed to dissipate heat by con­
vection into a medium at a temperature T„ with a heat 
transfer coefficient h. For generality, we consider convection 
at the back surface and write a mathematical formulation of 
the heat transfer problem in dimensionless form as 

d29 dd 
forO<A r <l , T > 0 (la) dX2 dr 

6(X,T)=F(T) a t * = 0 , 

dd 
B6+ — = 0 atA-=l, 

OA 

T>0 

T>0 

T>0 

(lb) 

(lc) 

6(X,T) = 0 forr = 0, 0 < X < 1 (Id) 

We wish to calculate the applied surface temperature F(T) 
from the temperature measurements taken at the back surface 
of the slab. 

Suppose that the applied surface temperature F{T) involves 
an abrupt change at an unknown time r, , and is given in the 
form 

F(T) = 
j = 0 

2 2 

]£ <M+ D aj-(T-Tiy T>T, 
J=0 y=0 

(2a) 

(2b) 

where 4>j, a,-, and T\ are the unknown quantities which are to 
be determined by the inverse analysis. 

The solution is developed in two stages: (a) for times T<TX 

and (b) for times r > r , as described below. 
(a) T < T I : We set 8 = U for the first stage and the system 

(1) takes the form 

d2U dU 
Mt = Y7 f o r O < X < l , T<TI (3a) 
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U(X,T)=j}<t>jTJ a t A > 0 , T<TX 

y'=o 

dU 
BU+ 3X = 

U(X,T) = 0 

a t X = 0 , 

forr = 0, o<^r<i 

Ob) 

(3c) 

(3d) 

(b) T>TX: For convenience in the analysis we let T\ = T-TX 

and 0= V; then the problem (1) for the second stage takes the 
form 

32V 

dX2 '' 

dV 

drj 
f o r 0 < A ' < l , ?j>0 

K(O,1?)=C/(O,T,)+ 2 > y y 

dV 
BV+ — =0 

dX 

V(X,V)=U(X,T1) 

at^T=0, 

atA"=l , 

7/>0 

?j>0 

0<Xi 

(4a) 

(4*) 

(4c) 

(4d) for t] = 0, 

here, U(Q,TX) = 4>O + TX4>\ +4>2T
2. 

By utilizing the splitting-up procedure [12], the solution to 
the problems (3 and 4) is determined as: 

U{X,T) = C,„(X,T).4>0 

+ D,„ (X, T) • 0, + Em (X,T)'4>2 T<TX (5a) 

V(X,V)=F,„(X,r,,T1)'4>o 

+ Gm(X,r),Tl)'<t)x +Hm(X,-q,Tx)-4>2 

+ Pm(X,T),Tl)-Ol0 +Qm(X,7l,Ti)0Ci 

+ R,„(X,7],Tl)a2 T>TX (5b) 

where various functions appearing in these equations are 
defined in the Appendix. 

Having established the above rapidly converging direct 
solutions for the problem, the corresponding inverse analysis 
of the problem defined by equations (1) can be related to the 
solutions U(X,T) and V(X,rj) as 

CU(X,T) for r < r , (6a) 
S(X,T)= 1 

[y(X,v) for r > r , (6b) 

where 4>0, 4>x, </>2> a0, ait a2, and T, are the unknown 
parameters which are to be determined by utilizing the ex­
perimental readings of the temperature taken at the back 
surface. Knowing these coefficients, the applied surface 
temperature F(T) is determined from equations (2). Given 6(x, 
T), the dimensionless heat flux is computed from its definition 

Q=~3X ( ? ) 

To solve the inverse problem, we now make use of the least-
square technique in order to minimize the error involved in 
the computation of these parameters. Let E be the error 
between the exact temperatures 6ei as computed from 
equation (6) and the experimental data Yh taken at the back 
surface at times Thi = 1 to N. We represent E as 

E=t,<f>«-yi)1 (8) 

Note that the solutions (5) for the determination of 9ei involve 
algebraic equations in which the unknown parameter r, , 
representing the time at which the abrupt change of tem­
perature occurs, appears as a multiplier to other unknown 
coefficients. Therefore, when dei is introduced into equation 
(8), the resulting system becomes a nonlinear least-square 
equation. Such a nonlinear system is solved in the following 
manner: 
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0.0 0.3 0.9 1.2 

Fig. 1 Applied front surface temperature and heat flux calculated 
from temperature measurements (generated with a truncation type 
error) taken at the back surface with AT = 0.01 intervals: (a) measured 
back surface temperature; (fa) applied and calculated front surface 
temperature; and (c) applied and calculated front surface heat flux 

1 The nonlinear least-square equation (8) is separated into 
two simpler linear problems by choosing an initial small value 
for Tj, say T\1) as 

E= 

-yd2 

D(^-^)2 

T<TV 

T>T\ 

(9a) 

(9b) 

where 

(a) f/and K are defined by equations (5) 
•O 

(b) Af(1» = ^— and AT (time step) =0.01 
AT 

(c) /=M ( I ) + 1, and ./Vis the total number of readings 

(d) yt and yt are the experimental data taken before and 
after r\x\ respectively 

2 When the least-square errors E in equations (9a, b) are 
minimized with respect to the unknown coefficients, one 
obtains a 3 x 3 symmetrical matrix for each of these 
equations. When these equations are solved for any given 
value of T, the corresponding coefficients <j>j and ctj are 
determined. The calculations are started with a sufficient 
small value of T\ and carried out with small increments. 
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Fig. 2 Applied front surface temperature calculated from temperature 
measurements (generated with a truncation type error) taken at the 
back surface with AT = 0.01 intervals: (a) measured back surface tem­
perature; (b) applied and calculated front surface temperature 
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Fig. 3 Applied front surface temperature calculated from temperature 
measurements (generated with a truncation type error) taken at the 
back surface with AT = 0.01 intervals: (a) measured back surface tem­
perature; (b) applied and calculated front surface temperature 

3 For each r,, the least-square error E is determined from 
equations (9) by utilizing the coefficients computed in step 2. 

4 The calculations are terminated when the value of T{ 

equals the final time of the temperature measurements. 
5 The value of TX corresponding to the smallest value of the 

least-square error E represents the desired TX . 

Once the value of r, is established, the coefficients 4>j and 
a, were determined in step 2 for this particular value of r , . 
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These coefficients represent the desired coefficients for the 
problem. Knowing the value of rt at which the abrupt change 
occurs in the surface temperature, and the coefficients 4>j and 
a.j associated with it, the temperature of the front surface is 
determined from equation (2a) for times T < rt and from 
equation (2b) for times T > T, up to the time of the ter­
mination of the measurements. 

Results and Discussion 
To investigate the accuracy of the present method of 

• analysis in predicting the applied surface conditions, we 
examined several singly applied pulses having shapes such as a 
triangle, a rectangle, a trapezoid, and a sinusoid. 

First we generated the temperature readings from the 
solution of the appropriate direct problem at the back sur­
face. These temperature readings are taken at extremely small 
time steps (AT = 0.01). The use of small time steps is ad­
vantageous in that more accurate information can be ex­
tracted for the variation of the surface conditions. 

Then, we could introduce two different types of random 
error to the exact measurements which were used as the input 
data for the inverse analysis. One of them is the truncation at 
three decimal places of the exact temperatures without 
rounding off to the nearest third digit. This is similar to that 
used by Beck [9, 11], and involved very large errors in the 
input data for early times and the errors become relatively 
small later on. The other type of error simulation consisted of 
introducing a ± 5 percent normal independently distributed 
random error with zero mean and a 99 percent confidence; 
this type of simulation is similar to that used by Hills et al. [4]. 

When the inverse study is to be performed by using tem­
perature data taken at the back surface, it is assumed that the 
boundary condition at that surface is either of the convection 
type with small Biot number (i.e., Bi = l) or the surface is 
insulated. For large Biot number or prescribed back surface 
temperature conditions, the inverse analysis should be per­
formed with temperature data taken at an interior point of the 
region. 

Figures 1 and 2 show the applied surface conditions in 
the form of a symmetric triangular and a chopped-off 
triangular pulse can also be accurately determined either for 
the temperature or the heat flux from the measurements taken 
at the back surface subjected to convection with Bi = 1. The 
truncation type of error is used for the input data for these 
cases. Figure 3 shows that a rectangular pulse can also readily 
be predicted with the present method. A sinusoidal-type single 
pulse from the inaccurate measurements of truncation type 
taken at the insulated back surface could also be predicted 
very accurately with the present method. 

The present analysis clearly demonstrates that the applied 
surface conditions involving abrupt changes with time can be 
effectively accommodated with polynomial representations in 
time over the entire time domain, and the resulting inverse 
analysis predicts the surface conditions very accurately. All 
the previous attempts experienced difficulties in developing 
analytic solutions applicable over the entire time domain 
when a polynomial representation was used. 
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A P P E N D I X 

Definition of the functions appearing in equations (5) 
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where Aa(X), A\(X), A2(X), ^,„(X), N,„, and Bm are defined 
as 
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1 _ 2 Pl+B2 

Nm (32„+B2+B 

and /3,„ is the root of 

(3,„cot/3,„ = - f l , m = 1,2,3, . . 

(A 14) 

(A15) 

Determination of Local Heat Transfer Coefficients at 
the Solid-Liquid Interface by Heat Conduction 
Analysis of the Solidified Region 

K. C. Cheng12 and P. Sabhapathy1 

Nomenclature 
Bi 

h,hn4„hx 

J 

Biot number = hf,n(d/2)/k, [7] 
local heat transfer coefficient 
Jacobian of transformation = x^.yn — 

k = thermal conductivity 
M,N = number of grids in the transformed 

plane 
Nux = local Nusselt number = hxx/k 

n = outward normal at the interface 
P,Q = coordinate control functions 

R = radial coordinate 
R i = outside radius of the cylinder 
r2 = dimensionless radial coordinate at the 

interface = R/Rt 

T,Tc,Tf,Tw,T„ = temperature, coolant temperature, 
freezing temperature, wall temperature, 
and free-stream temperature 
Cartesian coordinates in physical plane x,y 

ot,fi,y 

5 = 

= transformation factors: a = 
P=xix^+y(y„,y=x\ + y\ 
local ice thickness 

y2„ 

(Tf-

<t> 

cooling temperature ratio 
Tc)/(Ta-Tf) 
coordinates in the transformed plane 
angular position measured from for­
ward stagnation point 

1 Introduction 
When freezing or melting occurs under external or internal, 

laminar or turbulent conditions involving various geometric 
shapes, the solid-liquid interface is often irregular and can be 
oscillatory [1-7]. Thus, in experimental investigations in­
volving solidification processes, it is generally difficult to 
determine the heat transfer coefficients at the interface by 
direct measurement of temperature profiles. When the shape 
of a solidified region can be determined by photographic 
methods or by direct measurements and the boundary wall 
temperatures are known at any instant, then the deter­
mination of the local heat transfer coefficients at the interface 
can be reduced to solving a Laplace equation with Dirichlet 
boundary conditions for the temperature field in the solidified 
region. One notes that the interface temperature is known to 
be constant at freezing point temperature and the cooled wall 
temperatures are either known or can be measured. 

For the solution of the Laplace equation with known 
boundary conditions, one can employ either analytical or 
numerical methods. The purpose of this note is to show the 
applicability of the simple method of determining the local 
heat transfer coefficients at the solid-liquid interface for three 
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Fig. 1 Physical plane for the solidified region around a cooled 
cylinder 
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e-i 
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f=M 
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Fig. 2 Transformed plane of the solidified region 

ice formation problems involving plane plate in longitudinal 
flow [1-3], cylinder in crossflow [4, 5], and flow inside a pipe 
with ice bands [6, 7] reported in the literature. 

2 Analysis 

At steady state or quasi-steady state, the local convective 
heat transfer coefficient at the ice-water interface can be 
obtained from a heat balance equation at the interface as 

h{T^-Tf)~ki 
8T 

= 0 (1) 

where dT/dn \c is a local temperature gradient for the ice layer 
at the interface. The temperature gradient dT/dn \c can be 
found from the heat conduction analysis of the ice layer. It 
involves the solution of Laplace equation in an arbitrary 
geometry. The steady two-dimensional heat conduction 
equation for the solidified region is 

(2) 

+ d/RdR + d2/dx2. 
v2r=o 

where V2 = d2/dx2 +d2/dx2 ord2/dR2 

The boundary conditions are 

T= Tf at interface 

T= Tw at cooled wall (3) 

Other boundary conditions such as a convective boundary 
condition at the cooling wall may be specified depending on 
the particular phase change problem. By using the method of 
boundary-fitted coordinate systems, the irregular or corn-
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Tc)/(Ta-Tf) 
coordinates in the transformed plane 
angular position measured from for­
ward stagnation point 

1 Introduction 
When freezing or melting occurs under external or internal, 

laminar or turbulent conditions involving various geometric 
shapes, the solid-liquid interface is often irregular and can be 
oscillatory [1-7]. Thus, in experimental investigations in­
volving solidification processes, it is generally difficult to 
determine the heat transfer coefficients at the interface by 
direct measurement of temperature profiles. When the shape 
of a solidified region can be determined by photographic 
methods or by direct measurements and the boundary wall 
temperatures are known at any instant, then the deter­
mination of the local heat transfer coefficients at the interface 
can be reduced to solving a Laplace equation with Dirichlet 
boundary conditions for the temperature field in the solidified 
region. One notes that the interface temperature is known to 
be constant at freezing point temperature and the cooled wall 
temperatures are either known or can be measured. 

For the solution of the Laplace equation with known 
boundary conditions, one can employ either analytical or 
numerical methods. The purpose of this note is to show the 
applicability of the simple method of determining the local 
heat transfer coefficients at the solid-liquid interface for three 
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Fig. 1 Physical plane for the solidified region around a cooled 
cylinder 
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Fig. 2 Transformed plane of the solidified region 

ice formation problems involving plane plate in longitudinal 
flow [1-3], cylinder in crossflow [4, 5], and flow inside a pipe 
with ice bands [6, 7] reported in the literature. 

2 Analysis 

At steady state or quasi-steady state, the local convective 
heat transfer coefficient at the ice-water interface can be 
obtained from a heat balance equation at the interface as 

h{T^-Tf)~ki 
8T 

= 0 (1) 

where dT/dn \c is a local temperature gradient for the ice layer 
at the interface. The temperature gradient dT/dn \c can be 
found from the heat conduction analysis of the ice layer. It 
involves the solution of Laplace equation in an arbitrary 
geometry. The steady two-dimensional heat conduction 
equation for the solidified region is 

(2) 

+ d/RdR + d2/dx2. 
v2r=o 

where V2 = d2/dx2 +d2/dx2 ord2/dR2 

The boundary conditions are 

T= Tf at interface 

T= Tw at cooled wall (3) 

Other boundary conditions such as a convective boundary 
condition at the cooling wall may be specified depending on 
the particular phase change problem. By using the method of 
boundary-fitted coordinate systems, the irregular or corn-
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Fig. 3 Variation of local Nusselt number with Reynolds number at the 
ice-water interface for ice layer on a cooled flat plate 

plicated physical domain for the solidified region such as that 
shown in Fig. 1 can be transformed into a regular domain 
such as that shown in Fig. 2. This technique is based on the 
automatic numerical generation of a curvilinear coordinate 
system. A detailed account of this method can be found in [8]. 
When the solidified region is specified by the Cartesian 
system, the boundary-fitted coordinate system is generated by 
numerically solving the following system of elliptic equations 

axH -2$xin + yxvv + J2{Pxi +Qxn) = 0 

ayH-2(]yirl+yyrn+J2(Pyi:+Qyn) = 0 (4) 

The Dirichlet boundary conditions are prescribed at the 
boundaries. The coordinate control functions P and Q allow 
node points to be concentrated in some desired part of the 
domain such as the layer near the ice-water interface. The 
equation for the temperature field in the transformed plane 
becomes 

aTti -2 |8T t , +yTvn+JHPTi +QT,) = 0 (5) 

The ice-water interface corresponds to t}{x,y)=N in Fig. 1 
and a constant temperature T=Tf is specified there. The 
other boundary conditions are transformed in a similar 
manner. Then the finite-difference equations and the 
boundary conditions are solved using a successive over-
relaxation procedure, for example. The temperature 
derivative in the outward normal direction at the ice-water 
interface can be shown to be [8] 

= [ ( 7 r , - ^ ) / / ( T ) 1 / 2 ] (6) 

Hence the local heat transfer coefficient at the interface can 
be found easily. 

An approximate solution to the local heat transfer coef­
ficients at the interface can be found from the one-
dimensional analysis of the solidified region. For the case of 
ice formation on a cooled flat plate, the local heat transfer 
coefficient h can be computed from the following equation' 

l 

1.4-

p 
s 
5 1.2-

S . 

JZ 

1 o 

_,_,- 1.0-

• 1 " o 

r 
C

o
e

ff
 

C
O

 

in 
C 0.6-
D 

h-

•+-> 

U 
<U 

X 0.4-

D 
O 
O 

_J 

0 .2-

0 .0 -

"'"'•A. 

o 

D 

- A . 

D 

D 

A 

'o 

••q_ 

••A 

~ H . 

• P 

D 

••A 

\° 

'••a 

A 

. O 

• 

. A 

Present 9C Red 

Ana lys i s 

• 3.9 217 
o 3.3 468 
A 2.2 151 
+ 2.3 178 

One—D i m. Ana l y s i s 

\ ° 

>9 

"•a 

-* \ ' • " • - •To ° 
H"--.A e>, ° 

' ' • • • : + - . ' • • • . . o 

'-'.;._ a '"•-.. 

">:;::;...0....5....°.--
A + + 

~l 1 1 1 1 ' 1 ' 1 -

o , 

A 

0 20 40 60 80 100 120 140 160 180 

Angle, <p (degree) 

Fig. 4 Variation of local heat transfer coefficient at the ice-water 
interface with angular position, data from [4] 
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Fig. 5 Variation of local heat transfer coefficient at the ice-water 
interface with angular position, data from [5] 

h = dcki/8 (7) 

For the case of ice formation outside a cooled cylinder, the 
expression for the local heat transfer coefficient can be shown 
to be 
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Fig. 6 Local heat transfer coefficients along one wavelength for ice 
surface waves inside a cooled pipe, data from [7] 

h = {dckl/Rx)/r1\nr1 (8) 

For the ice formation inside a cooled pipe, it can be shown 
that 

h = (Bcki/Rl)/r2[\/m + \n(\/r2)} 

h= (0cAr,.//?i)/r2 In ( l / r 2) for Bi = oo (9) 

For cylindrical geometries, r2 represents the ice-water in­
terface. The validity of the one-dimensional model can be 
assessed against the two-dimensional model. 

In this study, the square mesh sizes (A/, TV) were chosen by 
trial and error, and (M=25, jV=l l , 16) for flat plate, 
(M=37, 7V=11, 16) for cylinder, and (M=20, 7V=11) for 
pipe were used to obtain the numerical solution. The con­
vergence criterion used in finding the coordinates was 1 x 
10 ~3 of the maximum value of the coordinate in that par­
ticular direction and that for the dimensionless temperature (1 
at the interface and 0 at the cooled wall) was also 1 x 10~3. 
The maximum difference in the total heat transfer rates at the 
cooled wall and the interface was found to be less than 0.5 
percent in all cases studied. 

3 Results and Discussion 

3.1 Steady-State Ice Layer on an Isothermally Cooled Flat 
Plate [2]. The transition from laminar to turbulent flow on a 
frozen layer formed on an isothermally cooled flat plate 
placed in a stream of warm water was studied in [1-3]. Due to 
the interaction between the ice surface and the convective heat 
transfer, two modes of transition, namely smooth transition 
and step transition, were observed in the transition flow 
regime. For both modes, the transition Reynolds number was 
found to be substantially lower than that for a flow on a flat 
plate. A typical experimental ice layer profile is given in Fig. 
2(a) of [2]. The local heat transfer coefficients at the ice-water 
interface were determined by the analysis of the temperature 
field in the ice layer and the results are shown in Fig. 3. The 
local heat transfer coefficient at the interface is higher than 

that of the classical result particularly in the turbulent flow 
regime. Also, it is observed that the transition Reynolds 
number on ice appears to be one order of magnitude lower 
than that for flow over a flat plate. 

For smooth transition, the local heat transfer coefficients 
from the one-dimensional solution and the two-dimensional 
solution agree within 1 percent. For the step transition, the 
two solutions are within 1 percent for Nuv at all downstream 
positions except near the points where there is a sudden 
change in the ice layer thickness. When there is a sudden 
change in ice layer thickness, the one-dimensional solution is 
found to overpredict the local Nusselt number at points near a 
local maximum ice layer thickness and to underpredict at 
points near a local minimum. 

3.2 Steady-State Ice Layer Around an Isothermally 
Cooled Cylinder in Crossflow [4, 5]. When water freezes over 
an isothermally cooled cylinder in crossflow, the ice layer 
form has a complex shape [4, 5]. The local heat transfer 
coefficients at the interface of the frozen layer were deter­
mined by finite difference method in [4] and a collocation 
method in [5] using the two-dimensional heat conduction 
equation in cylindrical coordinates for the doubly connected 
regions. The shapes of the frozen layers were determined by 
measurements in [4] and by photographs in [5]. For the 
profiles given in [4] and [5], the local heat transfer coefficients 
at the interface were determined using a boundary-fitted 
coordinate method and by one-dimensional analysis. The 
present two-dimensional solution agrees fairly well with those 
given in [4] and [5]. As noted earlier, it can be observed in 
Figs. 4 and 5 that the one-dimensional analysis overpredicts 
the local heat transfer coefficients where the ice layer 
thickness is locally maximum and gives fairly accurate results 
when the ice layer thickness changes smoothly. 

3.3 Ice Formation in a Pipe in Transitional and Turbulent 
Flow Regimes [7]. Freezing of water inside a cooled pipe is of 
considerable importance in many technical problems such as 
the blockage of water pipes in cold regions. The ice-band 
structure in the form of surface waves at the ice-water in­
terface in a cooled pipe was first reported by Gilpin [6,'7] for 
the Reynolds number range 3.7 X 102 to 1.4 X 104. The local 
heat transfer coefficients at the ice-water interface for the 
steady-state ice layer profile shown in Fig. 4(b) of [7] were 
determined by the method of the boundary-fitted coordinate 
systems and the results are shown in Fig. 6 together with the 
one-dimensional solution plotted for comparison. As noted in 
previous cases, the one-dimensional solution predicts higher 
value for the local heat transfer coefficient at points near the 
maximum ice layer thickness and agrees fairly well with the 
two-dimensional analysis when the ice layer thickness changes 
smoothly. It is noted that the determination of the local heat 
transfer coefficients by temperature profile measurements 
would be extremely difficult for this case but the present 
method can be applied readily. 

4 Concluding Remarks 
The method of boundary-fitted coordinate systems was 

applied to a class of steady-state ice formation problems 
involving simply or doubly connected solidified regions in 
determining the local heat transfer coefficients at the solid-
liquid interface. The method may be useful in studying 
convective heat transfer problems involving flow separation. 
It is also shown that the one-dimensional analysis gives fairly 
accurate results for local heat transfer coefficients at the 
ice-water interface except at points near a local maximum or 
minimum ice layer thickness. 
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Effect of Crystal Anisotropy on Heat Transfer During 
Melting and Solidification of a Metal 

C. Gau1 and R. Viskanta1'2 

Nomenclature 
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Ahf 
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specific heat 
Fourier number, ar/H2 

height of the cavity 
latent heat of fusion 
thermal conductivity 
Stefan number, Ci(Twb TA/Ahr for melting and 
cs(Twl — Tj) /Ahf for solidification 
solid-liquid interface position 
temperature 
time 
thermal diffusivity 
dimensionless interface position, s/H 
dimensionless temperature, {T — Tf)/(Twb — Tj) 
dimensionless time, T/ = Fo,Ste; for melting and TS 

= ¥os Ste.s for solidification 

Subscripts 
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f 
I 
s 
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= refers to bottom plate 
= refers to fusion 
= refers to the liquid phase 
= refers to the solid phase 
= refers to top plate 
= refers to wall 
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Fig. 1 Schematic diagram of test apparatus: (1) insulation, (2) heat 
exchanger, (3) Plexiglass wall, (4) phase-change material, (5) ther­
mocouple rack, (6) small diameter thermocouples, (7) L-shaped 
movable probe, (8) temperature controlled environment, (9) constant 
temperature bath, (10) support frame, (11) container, (12) heat gun with 
temperature controller, (13) hole for inserting movable probe, and (14) 
vertical slot 

on the evolution of the phase-change boundary and com­
parison of the measured and predicted average interface 
positions with time. This type of problem, using a pure metal 
as a phase-change material, is relevant to material processing, 
solidification of castings, crystal growth, and purification of 
metals. 

A search of archival heat transfer literature failed to reveal 
experiments or analyses on the type of problem considered 
here. An up-to-date account of solid-liquid phase-change heat 
transfer in different materials is available [1], but there have 
been relatively few studies [2-7] which used metals or metal 
alloys as the phase-change material. No references could be 
identified in the literature which used anisotropic materials, 
i.e., those which have thermal conductivities dependent on the 
orientation of the crystal axes. The interface position and its 
morphology during phase transformation is expected to be 
controlled not only by the thermal conditions in the solid and 
liquid phases adjacent to the interface but also by the 
crystallographic effects. 

Introduction 
This paper describes melting and solidification experiments 

which were performed to determine the effect of crystal 
anisotropy on solid-liquid phase change heat transfer in the 
absence of natural convection in the liquid and on the 
solid-liquid interface morphology. The focus of the paper is 
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Experiments 

The metal used in the experiments was gallium. It had a 
purity of 99.6 percent and a fusion temperature of 29.78°C. 
There were several reasons for selecting gallium. First, pure 
solid gallium appears in polycrystalline form and each crystal 
has an orthorhombic structure. Second, the thermophysical 
properties are reasonably well established [8]. The thermal 
conductivity of the solid crystal is highly anisotropic and is 
40.82 W/m K along the a axis of crystal, 88.47 W/m K along 
the b axis, and 15.99 W/m K along the c axis [8]. The thermal 
conductivity of the liquid is still anisotropic but varies only 
slightly for each of the crystal axes. Third, it has a fusion 
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on the evolution of the phase-change boundary and com­
parison of the measured and predicted average interface 
positions with time. This type of problem, using a pure metal 
as a phase-change material, is relevant to material processing, 
solidification of castings, crystal growth, and purification of 
metals. 

A search of archival heat transfer literature failed to reveal 
experiments or analyses on the type of problem considered 
here. An up-to-date account of solid-liquid phase-change heat 
transfer in different materials is available [1], but there have 
been relatively few studies [2-7] which used metals or metal 
alloys as the phase-change material. No references could be 
identified in the literature which used anisotropic materials, 
i.e., those which have thermal conductivities dependent on the 
orientation of the crystal axes. The interface position and its 
morphology during phase transformation is expected to be 
controlled not only by the thermal conditions in the solid and 
liquid phases adjacent to the interface but also by the 
crystallographic effects. 

Introduction 
This paper describes melting and solidification experiments 

which were performed to determine the effect of crystal 
anisotropy on solid-liquid phase change heat transfer in the 
absence of natural convection in the liquid and on the 
solid-liquid interface morphology. The focus of the paper is 
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Experiments 

The metal used in the experiments was gallium. It had a 
purity of 99.6 percent and a fusion temperature of 29.78°C. 
There were several reasons for selecting gallium. First, pure 
solid gallium appears in polycrystalline form and each crystal 
has an orthorhombic structure. Second, the thermophysical 
properties are reasonably well established [8]. The thermal 
conductivity of the solid crystal is highly anisotropic and is 
40.82 W/m K along the a axis of crystal, 88.47 W/m K along 
the b axis, and 15.99 W/m K along the c axis [8]. The thermal 
conductivity of the liquid is still anisotropic but varies only 
slightly for each of the crystal axes. Third, it has a fusion 
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After the solid crystal formed, the temperature rose im­
mediately to the fusion temperature and then decreased
gradually as the solidification proceeded.

In general, the interface position and shape during phase
transformation can be controlled by the thermal conditions in
the solid and the liquid phases in the vicinity of the interface
and by the crystallographic characteristics. It has been
established that the solidification of gallium crystal proceeds
by lateral growth or faceted growth because of the relatively
high entropy of fusion [9]. Thus, the gallium crystal has a
preferred growth direction, and the formation of new planes
is controlled by two-dimensional nucleation or a screw
dislocation mechanism when deformation occurs. The growth
rate of gallium crystal can increase rapidly when dislocations
or deformations are introduced into the growing crystal [10].
Visual examinations of the solid-liquid interface shape during
experiments with the pour-out method at specific times in­
dicated that the interface shape was irregular and
"corrugated" and had the appearance of a regular crystalline
structure (Fig. 2). Usually, the region which has a wider and
larger facet on the interface has a higher growth rate than the
region which has the smaller facet. These are attributed to the
combined effect of the previously mentioned growth mor­
phology of solidification front during phase transformation
and the highly anisotropic thermal conductivity of the solid
crystal.

The probing technique only provided interface position
data at one location. Figure 3 shows a comparison between
the data obtained at one location and the predictions. It
appears likely that the use of test cell cross-section average

temperature close to the ambient which is conducive for
experimentation. Fourth, the metal is important
technologically as it is usually combined with other pure
elements to form electronic and industrial materials such as
semiconductors, laser diodes, solar cells, and magnetic bubble
devices. The main disadvantage is that it is very expensive
(about one dollar per gram depending on purity).

The melting and solidification experiments were performed
in a rectangular test cell that had inside dimensions of 8.89 em
in height, 6.35 em in width, and 3.81 em in depth (Fig. 1). The
two horizontal walls, which served as the heat source/sink,
were made of multipass heat exchangers machined from
copper plate. The copper surfaces were plated with a layer of
0.0127-cm-thick chromium for protection against corrosion.
All of the vertical walls were made of Lexan (polycarbonate
resin): The two vertical sidewalls were 1.27 em thick Lexan
plates to support the cell. For better insulation, the front and
back walls had a O. 3l8-cm air gap between dual plates, 0.318
and 0.635 em thick, respectively. The entire test cell was
covered with removable insulation. A more detailed
description of the test cell, instrumentation and test procedure
can be found in an earlier paper [7].

Both the pour-out and probing methods were used to
determine the solid-liquid interface position. In the pour-out
method, the liquid was drained at predetermined times
through the sprue on the left side of the test cell. The exposed
interface was examined and photographed. The data at
succeeding time increments were obtained by repeating the
experiment at identical boundary and initial conditions. The
probing method involves the use of a probe which was at­
tached to a Vernier caliper and could be moved in the vertical
direction.

Analysis

A simple one-dimensional model, which assumes that the
solid-liquid interface is planar, was used earlier to predict the
average interface position [7]. The model is an extension of
the classical Neumann model in that one of the two phases
does not have to be semi-infinite in extent. An integral method
was used to solve the model equations. The same analysis is
used in this note and the details are not included here.

Results and Discussion

Solidification From Below. For the solidification ex­
periments from below the thermocouples located near the top
plate and the central region of the test cell did not indicate any
oscillations of temperature during the entire phase trans­
formation process. The vertical temperature distribution in
the liquid was linear, and therefore the fluid could be con­
sidered to be stagnant. Heat conduction was the only mode of
energy transfer in the melt. The melt layer near the heat sink
was found to be supercooled (by as much as 2.75°C) before
solid crystal formation was initiated when the coolant cir­
culation was started through the bottom heat exchanger.
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interface position for the purpose of comparison would be 
more reasonable; however, because of unidirectional heat 
flow the comparisons between the predictions based on the 
Neumann model and the data obtained with the probing 
method for the case of one-directional solidification process 
does become meaningful. The agreement is surprisingly good 
and each set of experimental data points appears to be very 
smooth. At later times the measured solidification rates are 
higher than the predicted ones. This higher growth rate at 
later times is attributed to the anisotropic thermal con­
ductivity of gallium and possibly the change of the growth 
mechanism at the interface due to the deformation of the 
crystal caused by the probe during the measurements. Also, it 
can be conjectured that the increased surface area afforded by 
the irregular crystalline structure, relative to a plane surface, 
should lead to a higher solidification rate. The presence of the 
structure could not be accounted for in the analysis because of 
the complexities involved. As predicted, all the data points for 
the higher Stefan number fall somewhat above the one with 
the lower Stefan number. The increase in the solidification 
rate with the Stefan number is expected. Physically, during 
the solidification process the higher Stefan number implies 
that more sensible heat is conducted through the solid 
compared to the latent heat released at the interface, thus 
increasing the solidification rate. 

Melting From Above. For melting experiments from above, 
the liquid was also found to be stable as the temperature was 
linear and no oscillations in temperature were detected by 
thermocouples placed in the vicinity of the heat sink and in the 
central region of the test cell. The observed interface shape 
using the pour-out method was found to be very flat. It can 
therefore be concluded that the anisotropy in the thermal 
conductivity and the growth morphology of the melting front 
do not play a significant role in controlling the interface shape 
macroscopically, and the effect can be neglected during 
melting. The probmg method was then used to measure the 
interface position during melting from above. The measured 
data for a typical experiment are compared in Fig. 4 with the 
predictions based on the Neumann model. The agreement is 
very good and thus provides further corroborative evidence of 
the conclusion reached above. 

Concluding Remarks 
The anisotropy in the thermal conductivity of gallium 

crystals affects the solid-liquid interface morphology during 
solidification but not during melting. The large differences in 
the thermal conductivities of gallium along the axes of the 
crystal and the associated crystallographic characteristics 
produce a crystalline structure during solidification. The 
measured average solid-liquid interface positions were a 
maximum of about 15 percent higher than the predictions 
based on the Neumann model using the thermophysical 
property data published in the literature. This suggests that 
the crystal anisotropy is not very significant in controlling 
heat transfer, global motion of the interface, and the rate of 
solidification of gallium under the experimental conditions 
studied. During melting the effect of crystal anisotropy on the 
rate of heat transfer and the solid-liquid interface motion can 
be neglected. 
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Introduction 

An appropriate assessment of structural metal fire hazards 
is useful to prevent the accidents caused by burning metal 
parts of oxygen supply systems or oxygen reservoirs, and for 
it, an accurate prediction of metal fire spread is indispensable. 
In our previous study [1], the prediction of metal fire spread 
in high pressure oxygen was performed on the basis of the 
results of previous studies. In the analysis, heat release due to 
chemical reaction between metal and oxygen was assumed to 
be confined to the oxide-solid metal boundary. However, the 
results cannot be directly applied to the prediction of fire 
spread phenomena along metal pieces where the regression is 
mainly caused by melting. Since such cases are not unusual 
[2-5], the necessity of a theoretical prediction for them was 
already pointed out earlier [1]. In the present study, therefore, 
an analysis of fire spread along metal pieces when chemical 
reaction occurs in the gas phase, or in the molten metal-oxide 
mass, has been performed by considering the heat transfer 
from the molten mass to the solid metal. 

Models and Analysis 

The present analysis is applicable to the two typical cases 
shown in Fig. 1. One involves chemical reaction in the gas 
phase while the other involves chemical reaction in the molten 
metal-oxide mass. To explore the fundamental characteristics 
of metal fire spread, upward fire spread, which is more stable 
than downward spread, is discussed. 

The heat for increasing the solid temperature, which must 
be proportional to the regression rate V, is considered to be 
transferred through the melting surface B, and the heat flux 
across the solid surfaced is considered negligible [2-5]. Thus, 
one-dimensional heat transfer is assumed in the solid metal. 

The observed high-velocity motion of the molten mass and 
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interface position for the purpose of comparison would be 
more reasonable; however, because of unidirectional heat 
flow the comparisons between the predictions based on the 
Neumann model and the data obtained with the probing 
method for the case of one-directional solidification process 
does become meaningful. The agreement is surprisingly good 
and each set of experimental data points appears to be very 
smooth. At later times the measured solidification rates are 
higher than the predicted ones. This higher growth rate at 
later times is attributed to the anisotropic thermal con­
ductivity of gallium and possibly the change of the growth 
mechanism at the interface due to the deformation of the 
crystal caused by the probe during the measurements. Also, it 
can be conjectured that the increased surface area afforded by 
the irregular crystalline structure, relative to a plane surface, 
should lead to a higher solidification rate. The presence of the 
structure could not be accounted for in the analysis because of 
the complexities involved. As predicted, all the data points for 
the higher Stefan number fall somewhat above the one with 
the lower Stefan number. The increase in the solidification 
rate with the Stefan number is expected. Physically, during 
the solidification process the higher Stefan number implies 
that more sensible heat is conducted through the solid 
compared to the latent heat released at the interface, thus 
increasing the solidification rate. 

Melting From Above. For melting experiments from above, 
the liquid was also found to be stable as the temperature was 
linear and no oscillations in temperature were detected by 
thermocouples placed in the vicinity of the heat sink and in the 
central region of the test cell. The observed interface shape 
using the pour-out method was found to be very flat. It can 
therefore be concluded that the anisotropy in the thermal 
conductivity and the growth morphology of the melting front 
do not play a significant role in controlling the interface shape 
macroscopically, and the effect can be neglected during 
melting. The probmg method was then used to measure the 
interface position during melting from above. The measured 
data for a typical experiment are compared in Fig. 4 with the 
predictions based on the Neumann model. The agreement is 
very good and thus provides further corroborative evidence of 
the conclusion reached above. 

Concluding Remarks 
The anisotropy in the thermal conductivity of gallium 

crystals affects the solid-liquid interface morphology during 
solidification but not during melting. The large differences in 
the thermal conductivities of gallium along the axes of the 
crystal and the associated crystallographic characteristics 
produce a crystalline structure during solidification. The 
measured average solid-liquid interface positions were a 
maximum of about 15 percent higher than the predictions 
based on the Neumann model using the thermophysical 
property data published in the literature. This suggests that 
the crystal anisotropy is not very significant in controlling 
heat transfer, global motion of the interface, and the rate of 
solidification of gallium under the experimental conditions 
studied. During melting the effect of crystal anisotropy on the 
rate of heat transfer and the solid-liquid interface motion can 
be neglected. 
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Introduction 

An appropriate assessment of structural metal fire hazards 
is useful to prevent the accidents caused by burning metal 
parts of oxygen supply systems or oxygen reservoirs, and for 
it, an accurate prediction of metal fire spread is indispensable. 
In our previous study [1], the prediction of metal fire spread 
in high pressure oxygen was performed on the basis of the 
results of previous studies. In the analysis, heat release due to 
chemical reaction between metal and oxygen was assumed to 
be confined to the oxide-solid metal boundary. However, the 
results cannot be directly applied to the prediction of fire 
spread phenomena along metal pieces where the regression is 
mainly caused by melting. Since such cases are not unusual 
[2-5], the necessity of a theoretical prediction for them was 
already pointed out earlier [1]. In the present study, therefore, 
an analysis of fire spread along metal pieces when chemical 
reaction occurs in the gas phase, or in the molten metal-oxide 
mass, has been performed by considering the heat transfer 
from the molten mass to the solid metal. 

Models and Analysis 

The present analysis is applicable to the two typical cases 
shown in Fig. 1. One involves chemical reaction in the gas 
phase while the other involves chemical reaction in the molten 
metal-oxide mass. To explore the fundamental characteristics 
of metal fire spread, upward fire spread, which is more stable 
than downward spread, is discussed. 

The heat for increasing the solid temperature, which must 
be proportional to the regression rate V, is considered to be 
transferred through the melting surface B, and the heat flux 
across the solid surfaced is considered negligible [2-5]. Thus, 
one-dimensional heat transfer is assumed in the solid metal. 

The observed high-velocity motion of the molten mass and 
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Table 1 Values used for the calculation of H for aluminum cylinder 
burning in high pressure oxygen 

SURFACE A (HEATED) 

SURFACE B (MELTING) 

SURFACE C (EVAPORATING) 

r— FLAME 

MOLTEN METAL 

Case 1 

SURFACE A (REACTING) 

SURFACE B (MELTING) 

SURFACE C (ADSORBING) 

MOLTEN METAL OXIDE 

Cose n 
Fig. 1 Models of upward fire spreading along metal cylinders: Case I: 
combustion occurs in the gas phase; Case II: combustion occurs in the 
molten metal-oxide mass 

Fig. 2 Dependence of V on H 

the dependence of V on the cylinder diameter dc both imply 
that the dominant mode of heat transfer from the molten 
mass to the melting surface B must be convection [3-5]. From 
the direction of molten mass movement and the dependence 
of its velocity on cylinder diameter, it can be inferred that the 
motion is due to the surface tension difference due to the 
temperature difference near the solid-liquid boundary. 

In the present cases, the observed flow velocity is a few tens 
of cm/s [3] and the Reynolds number Re = uedc/v based on 
this velocity ue, the cylinder diameter dc, and the kinematic 
viscosity v of molten mass is 102 ~ 104. Thus, a thin boundary 
layer may be established near the melting surface B in the 
present cases [6] although the flow from the edge of the 
molten mass along the melting surface B is unstable with its 
direction periodically changing [3]. The region of a steep 
temperature gradient may be limited to this thin boundary 
layer. 

The present analysis is based on the above discussion along 
with the additional assumptions: that the fire spread is steady 
and that density ps, thermal conductivity \ s , and specific heat 
cps of the solid metal are constant. For this model, the tem­
perature T at a distance x above surface B can be expressed as 
[6] 

/ Vx\ 
T=Tu+(Tm-Tu)esKp{—) (1) 

where Tu and Tm are the temperature before ignition and the 

p , MPa 
o 
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e' 

2980 

3120 
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2.13 

2.11 

2.09 

2.06 

2.02 

melting temperature while as = \s/ (cpsps) is the thermal 
diffusivity. 

Unfortunately, the flow field inside of the molten mass may 
not be stable. However, assuming relations similar to those 
which are generally accepted for boundary layers, ap­
proximate evaluation of the heat flux to the melting surface B 
can be obtained. The temperature gradient (dT/dx)m/ at the 
molten mass side of the melting surface B is given as [6] 

a-^iT.-Tm), (2) 
'dT\ 
<• dX ' ml 

where a is a constant and Te is the temperature at the 
boundary layer edge. 

At the melting surface B, the heat flux from the molten 
mass is equal to the sum of the heat flux into the solid metal 
and the heat needed to melt the metal at the rate of ps V, i.e., 

"(dx)ml-
K( 

— ) +PsVL„ 
OX / ms 

(3) 

where X/ is the thermal conductivity of molten mass, 
(dT/dx),m is the temperature gradient at the solid side of the 
melting surface B, and Lm is the latent heat for fusion. 

From equations (1-3), the following equation is derived. 

V=G-H (4) 

where 
G = 

av Re1 

Pr 

" - ( - ) • 

K-Ps/ 

cpi(Te — Tm) 

(5) 

(6) 
Cps \ * m * u ) ~i~ *^m 

and Pr = /xc/)//X, is the Prandtl number. G and H depend 
mainly on fluid-dynamic properties of molten mass and 
thermal characteristics of metal, respectively. 

Discussion 

Based on experimental conditions for an aluminum cylinder 
burning in high-pressure oxygen [5], the values of H were 
calculated. Since endothermic decomposition occurred at the 
boiling point of a metal oxide, the adiabatic flame tem­
perature for aluminum burning in oxygen is limited to the 
boiling point of A1203 [7], which is much higher than the 
boiling point Tb of aluminum. The fact was confirmed in the 
previous studies [8, 9]. The observed flame temperature for 
aluminum burning is almost the same as the boiling point of 
A1203 , although the radiative heat loss from molten 
aluminum surface may be appreciable. Before the aluminum 
mass starts boiling, its temperature must be below Tb but may 
be very close to it. Thus, Tb was used for Te. The resulting 
dependence of Kon / / i s shown in Fig. 2, and the values used 
to calculate H are shown in Table 1. Data for V when the 
molten mass is boiling are excluded from Fig. 2 because the 
molten mass movement similar to that before boiling could 
not be confirmed to exist. 

It is seen that the dependence of V on H decreases as H or 
^increases. The fire spread rate Fcauses the mass injection at 
a velocity V(ps/p,) into the molten mass at the melting 
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surface B. Thus, the increase of V implies the increase of the 
injection velocity, which makes {dT/dx)m/ smaller than that 
without injection [6], i.e., (dT/dx)ml established by using 
equation (2) is larger than that for a given value of V. The 
decrease of the dependence of V on H at a larger value of H or 
Kis attributable to the variation of (dT/dx)m/ with V. 

As mentioned in the previous section, the molten mass 
movement is inferred to be induced by the surface tension 
difference due to the temperature difference near the 
liquid-solid phase boundary. Assuming a situation similar to 
that presented in [10], the following equation can be derived 
approximately 

*dcnsm-y*) = b[-j-)p-!-j— = — -^Rei/2, (7) 

where ysm and yse are the surface tensions near the melting 
boundary and far from it, respectively, b is a constant, and p. 
is the dynamic viscosity of the molten mass. Substituting 
Re1/2 derived from equation (7) into equation (5), the 
following equation is obtained 

a (4p.(ysm-yse)l
[/3 

C = P r ^ K - ^ 7 ^ J ( ) 

Since dependence of V on dc is mainly attributable to that 
of G on dc, Kis found to be approximately proportional to 
d~2n. This result agrees fairly well with experimental results 
[2-5]. The effects of viscosity and surface tension can also be 
inferred from equation (8). 
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g = acceleration of gravity 
n = index of refraction 

N = conduction-to-radiation parameter = amX/n2 o~T)n 

p = pressure 
q,. = radiative heat flux 

Ra = Rayleigh number based on D = g fSATD^/av 
T = temperature 

T,„ = mean temperature 
V = velocity vector 
w = z component of the velocity 

x,z = coordinates 
am = mean extinction coefficient 

(3 = coefficient of thermal expansion 
y = vertical temperature gradient 

i de 

~ ~2 ~dz 

AT = temperature difference between the side walls 
e, = emissivity of wall;', / = 1, 2 at x = - 1, + 1 
T) = nongrayness factor 
X = thermal conductivity 

A,- = e , / 2 ( 2 - e , ) 
v = kinematic viscosity 
6 = dimensionless temperature = T/AT 

d„, = dimensionless mean temperature = T,„ I AT 
r„ = optical thickness = a.,„D 

Superscript 
' = dimensional quantities 

Introduction 

The purposes of this note are to assess the validity of a one-
dimensional formulation for modeling the interaction of 
natural convection with radiation in a vertical layer of a 
participating medium and to show the applicability of a 
spectral method for solving the governing equations. Indeed, 
in the perspective of studying the stability of the flow in the 
various regimes, the first requirement is to find a realistic base 
flow solution. 

In previous works [1, 2], the stability of the conduction 
regime has been investigated in detail. For this regime, a 
rather simple base flow solution can be obtained analytically 
if the radiation part of the problem is linearized. However, it 
has been shown in recent numerical studies on the interaction 
in cavities with large but finite aspect ratios [3, 4] that the 
effects of radiation differ according to the flow regimes. In 
particular, the flow rate is reduced at low Grashof numbers 
for fluids having moderate Prandtl numbers and, on the other 
hand, increased for Grashof numbers greater than a certain 
value which depends on the extent of the interaction. Con­
sequently, the onset of shear driven instabilities is delayed in 
the conduction regime while it occurs at lower Grashof 
numbers for vertical stratifications corresponding to the 
transition regime. Moreover, a significant loss of the cen-
trosymmetry property, which is characteristic of the 
nonradiating case, is accomplished for asymmetric radiative 
boundary conditions and in the convection regime. 

From these results, it appears that a base flow solution has 
to be obtained without using the assumptions of a zero ver­
tical stratification and of the centrosymmetry property. In the 
present note, a high-order approximate solution for the basic 
state which verifies qualitatively and quantitatively the 
abovementioned features of the interaction is developed. 

Formulation of the Problem 
Consider a free convection flow of a radiating fluid con­

tained in a vertical channel of width 2d with the lateral sides 
being opaque, gray, diffuse, and maintained at different 
temperatures. The axes z ' and x' are chosen to be along and 
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surface B. Thus, the increase of V implies the increase of the 
injection velocity, which makes {dT/dx)m/ smaller than that 
without injection [6], i.e., (dT/dx)ml established by using 
equation (2) is larger than that for a given value of V. The 
decrease of the dependence of V on H at a larger value of H or 
Kis attributable to the variation of (dT/dx)m/ with V. 

As mentioned in the previous section, the molten mass 
movement is inferred to be induced by the surface tension 
difference due to the temperature difference near the 
liquid-solid phase boundary. Assuming a situation similar to 
that presented in [10], the following equation can be derived 
approximately 

*dcnsm-y*) = b[-j-)p-!-j— = — -^Rei/2, (7) 

where ysm and yse are the surface tensions near the melting 
boundary and far from it, respectively, b is a constant, and p. 
is the dynamic viscosity of the molten mass. Substituting 
Re1/2 derived from equation (7) into equation (5), the 
following equation is obtained 

a (4p.(ysm-yse)l
[/3 

C = P r ^ K - ^ 7 ^ J ( ) 

Since dependence of V on dc is mainly attributable to that 
of G on dc, Kis found to be approximately proportional to 
d~2n. This result agrees fairly well with experimental results 
[2-5]. The effects of viscosity and surface tension can also be 
inferred from equation (8). 
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Natural Convection of a Radiating Fluid in a Vertical 
Layer 
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Nomenclature 
a = thermal diffusivity 

A = aspect ratio (height/width) 
D = width = 2d 
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g = acceleration of gravity 
n = index of refraction 

N = conduction-to-radiation parameter = amX/n2 o~T)n 

p = pressure 
q,. = radiative heat flux 

Ra = Rayleigh number based on D = g fSATD^/av 
T = temperature 

T,„ = mean temperature 
V = velocity vector 
w = z component of the velocity 

x,z = coordinates 
am = mean extinction coefficient 

(3 = coefficient of thermal expansion 
y = vertical temperature gradient 

i de 

~ ~2 ~dz 

AT = temperature difference between the side walls 
e, = emissivity of wall;', / = 1, 2 at x = - 1, + 1 
T) = nongrayness factor 
X = thermal conductivity 

A,- = e , / 2 ( 2 - e , ) 
v = kinematic viscosity 
6 = dimensionless temperature = T/AT 

d„, = dimensionless mean temperature = T,„ I AT 
r„ = optical thickness = a.,„D 

Superscript 
' = dimensional quantities 

Introduction 

The purposes of this note are to assess the validity of a one-
dimensional formulation for modeling the interaction of 
natural convection with radiation in a vertical layer of a 
participating medium and to show the applicability of a 
spectral method for solving the governing equations. Indeed, 
in the perspective of studying the stability of the flow in the 
various regimes, the first requirement is to find a realistic base 
flow solution. 

In previous works [1, 2], the stability of the conduction 
regime has been investigated in detail. For this regime, a 
rather simple base flow solution can be obtained analytically 
if the radiation part of the problem is linearized. However, it 
has been shown in recent numerical studies on the interaction 
in cavities with large but finite aspect ratios [3, 4] that the 
effects of radiation differ according to the flow regimes. In 
particular, the flow rate is reduced at low Grashof numbers 
for fluids having moderate Prandtl numbers and, on the other 
hand, increased for Grashof numbers greater than a certain 
value which depends on the extent of the interaction. Con­
sequently, the onset of shear driven instabilities is delayed in 
the conduction regime while it occurs at lower Grashof 
numbers for vertical stratifications corresponding to the 
transition regime. Moreover, a significant loss of the cen-
trosymmetry property, which is characteristic of the 
nonradiating case, is accomplished for asymmetric radiative 
boundary conditions and in the convection regime. 

From these results, it appears that a base flow solution has 
to be obtained without using the assumptions of a zero ver­
tical stratification and of the centrosymmetry property. In the 
present note, a high-order approximate solution for the basic 
state which verifies qualitatively and quantitatively the 
abovementioned features of the interaction is developed. 

Formulation of the Problem 
Consider a free convection flow of a radiating fluid con­

tained in a vertical channel of width 2d with the lateral sides 
being opaque, gray, diffuse, and maintained at different 
temperatures. The axes z ' and x' are chosen to be along and 
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Fig. 1 Variations of the maximum flow velocity with the stratification 
parameter; T0 =1, i7 = 1,e-| = e 2 = 1 

102W 
max 

Fig. 2 Vertical velocity profiles form = 6; r0 

1; ei = 0, e2 = 1; —f- i = 1, f2 = 0 

normal to the plates ( - « / < * ' < + d; -<x<z' < +oo). Using 
the classical assumptions for the convective part of the 
problem (Boussinesq approximation, constant properties of 
the fluid) the equations governing the motion of the fluid may 
be obtained from the one-dimensional form of the general 
formulation by setting 

P=P(z') 

V= (0,0, w '(x1)) 

T(x',z')=T(x')+-y'z' 

where 7 ' is the vertical temperature gradient. 

(1) 

(2) 

(3) 

Choosing as in [5] the set [d, g(3ATd2/v, AT, n/p,„gl3ATd, 
n2oTl,AT\ as scales for length, velocity, temperature, time, 
and radiative flux respectively, the nondimensional governing 
equations can be cast in the form 

rrr w(x) 

cPw(x) d8(x) 

~dx~ + 

d20(x) 

dx2 

d2qr(x) 3rg 

dx1 4 Qr M ~ 

dx 

To 

2N 

2T0T; 

dqr (x) 

dx 

dd4 (x) 

dx 

= 0 

= 0 

(4) 

(5) 

(6) 

where m is the stratification parameter defined by m = (1/4 
RaY)°-2S. The boundary conditions are 

w ( ± l ) = 0 (7) 

0(±1) = 0„,±O.5 (8) 

2 \ . dq,.(±l) 
9 , ( ± D ± = 0 (9) 

VT0 dx 

In these equations, the pressure has been eliminated by 
deriving the equation of motion. Consequently, a sup­
plementary condition must be used to insure the closure of the 
system. In order not to enforce the velocity to be zero at x = 
0, the third condition applied to the equation of motion is 
deduced from a mass-flux integral over any cross section 

5 +1 

- 1 

w(x)dx = 0 (10) 

The radiation part is solved by the P-l approximation in order 
to make quantitative comparisons possible. However, it 
should be noted that the solution procedure described next 
allows the transfer equations corresponding to higher ap­
proximations (P-3 or P-5) to be solved readily. 

Numerical Method 

The system of equations (4-10) is solved by the spectral tau 
method with Chebyshev polynomials used as expansion 
functions. The solution is then assumed to be expanded as 

S(x)= t^g„T„(x) (11) 

where g(x) stands for w(x), 8(x), and qr (x). Truncating 
each of the series to N terms and requiring the residuals to be 
orthogonal to each expansion function with the usual weight 
leads to a nonlinear system for the expansion coefficients. 
Following Gottlieb and Orszag [6], this system can be written 
as 

w<3>+0!,»=O 

rrr w„-<?;?> + 
IN 

q',P-

(2) ^ T0 ZT01) 

el, 
oiW = o 

0<rt<7V-2 (12) 

The expressions of the coefficients g,(,A) are given in [6]. Since 
the expansion functions don't satisfy the boundary con­
ditions, the system is completed by the following conditions 

= 0, 
11=0 

N 

X>„ = 0„,+O.5, 
n = 0 

N 

N 

E(-D" 0,„-O.5 (13) 
71 = 0 

N 

D ^ , ( ± i ) " ± 2>2<7„(±i)"-
H = O « = o 

Condition (10) gives w„ = 0. 

3L 
VT0 

= 0 
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Table 1 Comparisons of the numerical solutions in conduction and 
boundary layer regimes (A = 10, N = 1, JJ = 1, rg = 1, t 1 = e2 = 1) ; s : 

spectral solutions; f.d: 2-D finite difference solutions 

-0, 50 
-0. 40 
-0. 30 
-0.20 
-0. 10 
0.00 
0. 10 
0.20 
0.30 
0. 40 
0. 50 
0.60 
0. 70 
0. 80 
0.90 
1.00 

-u.ibl 
-0.132 
-0.087 
-0.045 
-0.00 4 
0.035 
0.074 
0. 112 
0. 151 
0. 191 
0.232 
0.276 
0.323 
0.375 
0. 433 
0. 500 

-0.181 
-0.132 
-0.087 
-0.044 
-0.004 
0.036 
0'. 075 
0. 113 
0. 152 
0. 191 
0.233 
0.276 
0.324 
0.375 
0. 434 
0. 500 

-0.bbb 
-0.587 
-0.468 
-0.320 
-0. 154 
0.019 
0. 191 
0.352 
0. 491 
0.599 
0. 666 
0.682 
0.636 
0. 516 
0.309 
0.000 

-0.662 
-0.585 
-0.468 
-0.322 
-0.157 
0.016 
0. 186 
0.3 46 
0.483 
0.590 
0.656 
0.671 
0.623 
0. 502 
0.311 
0. 000 

2.62 2.62 
2.69 2.69 
2.74 2.74 
2.79 2.79 
2.82 2.82 
2.84 2.84 
2.85 2.85 
2.85 2.85 
2.84 2.84 
2.81 2.81 
2.77 2.77 
2.71 2.71 
2.63 2.63 
2.52 2.52 
2.38 2.37 
2.19 2.21 

Ra = 2 5 0 0 ; m = 0 .754 

X 

-1.00 
-0.90 
-0. 80 
-0. 70 
-0. 60 
-0. 50 
-0. 40 
-0. 30 
-0. 20 
-0. 10 
0.00 
0. 10 
0. 20 
0. 30 
0. 40 
0. 50 
0. 60 
0. 70 
0. 80 
0. 90 
1.00 

9 " ^ „„ s f.d 

-0.500 -0.500 
-0.348 -0.358 
-0.220 -0.230 
-0.121 -0.125 
-0.051 -0.049 
-0.004 0.000 
0.022 0.028 
0.034 0.039 
0.036 0.041 
0.031 0.036 
0.024 0.029 
0.017 0.022 
0.013 0.018 
3.014 0. 019 
0.025 0.030 
3.050 0.056 
0. 092 0. 101 
0.156 0.170 
0.246 0.264 
0.362 0.376 
0.500 0.500 

W 
s f.d 

0.000 0.000 
-0. 170 -0. 184 
-0.247 -0.247 
-0.263 -0.262 
-0.243 -0.238 
-0. 204 -0. 197 
-0.158 -0.151 
-0. 112 -0. 107 
-0.069 -0.066 
-0.029 -0.029 
0.008 0.006 
0.045 0.041 
0.083 0.077 
0. 124 0. 116 
0.165 0.158 
0.206 0.199 
0.240 0.235 
0.255 0.252 
0.236 0.232 
0. 161 0. 168 
0.000 0.000 

s r f.d 

2.09 2.13 
2.26 2.27 
2.36 2.38 
2.39 2.42 
2.38 2.41 
2.35 2.38 
2.30 2.33 
2.26 2.28 
2.22 2.25 
2.21 2.23 
2.21 2.24 
2.24 2.26 
2.29 2.31 
2.36 2.38 
2.44 2.46 
2.53 2.54 
2.61 2.62 
2.66 2.66 
2.67 2.65 
2.59 2.57 
2.42 2.4 4 

Ra = 10 ; m = 5 . 718 

The computations were performed in double precision on a 
VAX 780 computer. For all the cases presented in this paper, 
the convergence of the tau method was achieved with an 
absolute precision better than e = 10 ~6 by retaining a number 
of terms in the expansions less than N = 20. The nonlinear 
system was solved iteratively until the changes in the ex­
pansion coefficients became small enough to satisfy the 
convergence criterion 

max[(w„,d„,q„)k+l--{w„,d„,q„)k)^\0^ 

At this point, it should be noted that to formulate the 
radiation part in function of the flux instead of the incident 
radiation allows to divide the number of iterations ap­
proximately by four. 

Results 
The maximum velocities are shown in Fig. 1 for values of 

the stratification parameter ranging from the conduction 
regime to the boundary layer regime. The end of the plateau 
indicates the end of the conduction regime and the boundary 
layer regime begins at in = 5 in a nonradiating fluid (it should 
be noted here that using the scale factors of the stability 
analyses yields higher dimensionless velocities for low m 
values). For radiating fluids contained in channels with black 
sides, the maximum velocities (in absolute values) are located 
within the cold side and the dashed lines give their variations 
with m. It may be observed that these curves intersect the one 

connected to a nonradiating fluid within the transition 
regime. This result agrees with the numerical solution 
displayed previously [3]. The velocity profiles in the boundary 
layer regime are shown in Fig. 2 for various values of the 
interaction parameter TV. The increase of velocities and the 
loss of the centrosymmetry property mentioned before are 
also obtained. These effects are accomplished with a reversal 
in the horizontal temperature gradient at x = 0 as pointed out 
in [3, 4]. 

For quantitative comparisons with the numerical results, 
the following precautions must be taken. First, the aspect 
ratio of the cavity must be sufficient so that the flow in the 
central part should satisfy the basic assumptions of a one-
dimensional formulation, namely, the temperature varies 
linearly with altitude, the fluid circulates only along the 
isothermal sides, and the vertical component of the radiative 
flux is small enough in regard to the horizontal component. A 
detailed examination of the 2-D numerical solutions shows 
that these conditions can be encountered when the aspect ratio 
of the cavity is greater than A = 8 regardless of the optical 
thickness and interaction parameter in the range 0.5 ^ r0 ^ 
4 and 0.1 — N ^ oo. Secondly, comparisons are not always 
feasible since the flow may become unstable by increasing the 
aspect ratio and the radiation effect [3]. From a numerical 
point of view, that means that convergence of the com­
putational method is highly difficult to achieve. In particular, 
the vertical temperature gradient at cavity midpoint oscillates 
within a large range and no accurate value of m can be ob­
tained from the numerical modeling. Consequently, quan­
titative comparisons must be restricted to weak or moderate 
interactions at any Ra values with 8 ^ A ^ 10 or to stronger 
interactions in the stable conduction and boundary layer 
regimes. 

Selected results are displayed in Table 1 for the three field 
variables (d, w, qr). The stratification parameters were ob­
tained by solving the 2-D conservation equations by a finite 
difference method on a 101 x 21 uniform grid system and the 
convergence was achieved with four significant figures for the 
temperature gradient at cavity midpoint. It can be seen that 
the two models agree well quantitatively and it was found that 
the match between the two solutions is within 10 percent in the 
range covered by numerical simulations. 

In summary, this paper has outlined a high-order ap­
proximate solution for the interaction of natural convection 
with radiation in a vertical fluid layer. This solution has been 
found in agreement with numerical results presented 
previously [3] and it is believed that it can be used to depict the 
basic state in a stability analysis of flows of radiating fluids. 
Lastly, the power of the spectral methods with Chebyshev 
polynomials for solving problems with sharp boundary 
gradients and for finding the base flow solution of a stability 
problem is emphasized. 
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Analytical Solution for the Heat Transfer Problem of 
Fluid Flowing Through a Packed Bed of Porous Solids 

problem has been solved for several asymptotic cases em­
ploying the perturbation technique [7]. 

I. Toovey' and J. Day an1 

Nomenclature 

Lf specific heat of solid and fluid phases, J/kgK 
fi, hf = exit and entrance heat transfer coefficients 

respectively, W/m2K 
hv = effective volumetric heat transfer coefficient 

between the two phases in the bed, W/m3K 
Ht = hjGcj/khu, nondimensional heat transfer 

coefficient at the entrance 
nondimensional exit heat transfer 

coefficient 
k = thermal conductivity of solid phase, W/mK 

nondimensional solid phase con­
ductivity 

H2 = hGcj/kh 

Ks = khv/{Gcf)
2, 

L = length of the packed bed in the flow direction, m 
L' = hvL/Gcf, nondimensional length 

T = (Tf-Tj)/{Tf0- Tj), nondimensional fluid phase 
temperature 

Tf, Ts = fluid and solid phases temperature respectively, K 
Tf0 — oncoming fluid phase temperature, K 
Tj = initial temperature, K 

t = huar/k, nondimensional time 
x = hvz/Gcj, nondimensional distance from the fluid 

entry surface 
Z = distance from fluid-entry surface, m 
a = k/pc, thermal diffusivity of solid phase, m2 /s 

«„ = Ks(3n
2 

(3„ = eigenvalue found by equation (25) 
0 = (Ts-Ti)/(T/0-Tj), nondimensional solid phase 

temperature 
p = solid phase density, kg/m3 

T = time, s 

Subscripts 

ss = steady state 
/ = transient 

Introduction 

An analytical solution is presented for the problem of 
transient distribution of temperatures in a porous bed through 
which a fluid, subjected to a temperature step change at the 
inlet, is flowing. Neglecting the fluid's heat capacity and 
conductivity while retaining those of the bed's solid material 
leads to a third-order system having two coupled partial 
differential equations with interacting boundary conditions at 
the fluid inlet. The method of solution is based on applying 
the Green function in a straightforward manner. The system 
of coupled partial differential equations yields an infinite 
number of Volterra-type integral equations which are solved 
by successive integration. The mathematical solution 
characteristics are analyzed, and a comparison of the present 
analytical solution to a finite-difference solution is made. 

Previous analytical solutions [1-3] have neglected the axial 
conductivities of both solid and fluid phases. Several 
numerical solutions that retain the axial conductivity in the 
solid were also proposed [4-6]. Burch et al. [6] have discussed 
the applicability of their model, its boundary conditions, and 
the various associated heat transfer coefficients. A similar 
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Analysis 

Consider the system of a packed bed or a porous medium 
through which a fluid (gas) is flowing. The system is of length 
L in the direction of flow and infinite in all other directions. 
Initially, both solid and fluid are at equilibrium and at 
constant temperature anywhere in the bed. At time zero the 
fluid is subjected to a step change in the temperature of the 
oncoming stream. Due to strong heat interaction between 
solid and fluid at the entrance to the system, both solid and 
fluid temperatures at the inlet surface will be affected and 
changed with time. It is assumed, though, that the outlet end 
of the system remains at the initial temperature throughout 
the period studied (infinite heat reservoir). The abovemen-
tioned system can be represented by the following set of the 
nondimensional equations, provided the heat accumulation 
term and longitudinal conductivity term in the fluid are 
neglected [6, 7], 

dT 
= 6-T,0<x<L' ,t>0 

I.C: 

B.C's: 

dd 

17 
/ = 0: 

x = 0: 

x = 0: 

x = L' 

dx - - — . - — 

d2d 
= T-6 + K,—=r,0<x<L s dx2 

e=o,o^x^L' 
T+Kle=l+Kl,OO 

dd 
- — +Hld = Hut>0 

ox 

dd 
: — +H2d = 0,t>0 

t>0 

dx 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 
Equations (1-6) represent a third-order system, whose steady-
state solution is known [6]. 

The transient response, equations (7-12), and its 
homogeneous boundary conditions are obtainable by sub­
stituting 6 = 6SS — 8, and T = Tss — T, into equations (1-6) 

dT, 
~.-T,,0<x<L',t>0 dx 

•T,-
0 v d2e, 

' dx2 

I . C : 

B.C 's : 

dd, 

~dl 

t = 0: 6,= 

x = 0: T,+Kxe,=0,t >0 

361, 

0<x<L' 

(x),0^x^:L' 

t>0 

x = 0: 

x = L' 

Introducing 

dx 

dd. 

+ Hl6,=Q,t>0 

dx 
L+H2e.=o,t>o 

T,=u exp[ -x] and 6, = v exp[ -1] 

into equations (7-12), the transformed system obtained is 

dv 

~dt 

I . C : 

B.C. 

dx ' 

d2v 
= K,^r^- +ue'e~x,0<x<L' 

Ax),0^x^L' 

0,t>0 

3x 

t = 0: v = 6si 

K = 0: u + Kte, 

dv 

t>0 

x = 0: -
dx 

+ Hlv = 0,t>0 

(7) 

(8) 

(9) 

(10) 

(11) 

(12) 

(13) 

(14) 

(15) 

(16) 

(17) 

(18) 
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x = L': 
dv 

~dx 
+ H2v = 0,t>0 (19) 

F„(t)=e-<i 

1 

Each of the equations (14) and (15) consists of derivatives 
of one of the temperatures and a nonderivative term of the 
other. The latter can be considered as the forcing term in the 
equation, i.e., an unknown nonhomogeneity. (For con­
venience, the transient solid temperature 8t in the fluid 
equations (14) and (17) has been left untransformed.) 

The solution for the transformed solid temperature 
(transient) v is built around the Green function kernel [8-9] 

• L' 

+ (! + „„)(^r) r f T | U(x',T)e-x'Z„(x')dx' 

v=\ G(x,t;x',T)lT=0ess(x')dx' 

Integrating equation (14) yields 

U= EK>nfn(x)F„(t)+C(t) 

with 

/„(*) = JV'Z,, (*')<**' 
(a„-b„&„) cosPnx+(a„(3„ + b„) sin ft,x~ 

(29) 

(30) 

\dr[' 
Jo Jo 

(31) 

G(x,t\x',T)eTe x'u{x',r)dx' (20) 

where G(x,t; x',T) is a Green function related to the solid, 
needed for the solution of the system (14-19), and is given by 

G(x,t;x',r)= £ e ^ ( " r ) Z „ (x}Z„ (x') (21) 

1+0* J 

The function C(t) in equation (30) results from indefinite 
integration with respect to x', and is dependent on the 
boundary condition at the system inlet. 

Substitution of the inlet boundary condition, equation (17), 
in equation (30) results in a two-dimensional integral equation 
of the Fredholm-Volterra type: 

Z„ (x) is an orthonormal eigenfunction satisfying equation 
(22) and defined by equation (23) [10] 

j o Z„(x')Z„,( 

»= £ *!„[/•,, U) -/„(0)-^,Z„(0)]F„(/) (32) 

{x')dx'={c 

Z„ (x) =a„ cos 0„x + b„ sin fi„x 

' 1 for m = n 
10 f o r m ^ n 

(22) 

(23) 

Repeated substitution of equation (32) and (29) yields the 
common convolution-type integral 

where 

F„(0=e-<,+"»>'+ f j c„J„j^-(1+a'')"-r)F((I(T)rfT (33) 

V2ft, 

^+ML' + w^is)+H 

b„ = 
V2//, 

«i+ML'+?£&)+«>] 
(24) 

(25) 

The eigenvalues are the positive roots of 

tan p„L = —r 
&l-H,H2 

Thus, equation (20) consists of series of integrals. It can be 
shown that the integrands in these series are uniformly 
convergent. Thus, the order of summation and integration 
can be exchanged, and the integration can be carried out term 
by term [11]. 

The transient solid temperature can be derived from 
equations (13) and (20) 

where 

c„m=~ ( {fm(x')^fm(Q)-K,Zm{Q)]e'x'Z„(x')dx' 
A , , , Jo (34) 

The integrals representing c„,„ in equation (34) consist of 
integrals of orthogonal eigenfunction products such as 
equation (22). It is therefore necessary to employ the or­
thogonality property, equation (22), and look into two 
separate cases of c„„, before the integration, in order to avoid 
a zero in the denominator 

5^1/ '[fm(0) + KxZm{0W, 
• K | „ 

for m ^ n 

for m = n 

(35) 

where 

°° r 

9,= X>>„Z„W[e-

K,„ Jo 
d T e - ( i + «„)(,-r) ii{x',T)e~x,Z„{x')dx' (26) 

where A',,, = \Q' Oss(x')Z„ (x')dx'; Ku, is a Fourier constant 
for dss(x), i.e., 

%Ax)= I>„,z„U) (27) 

The integrand u in equation (26) is not known but the 
bounds of the integration are known constants, so that 6, has 
the following form 

#,= T,KuZ„(x)F„(t) (28) 

I'<m = \fi Z„(x')e x'f„,(x')dx' 

Km = \Q Z„(x')e-X'f„(x')dx' A-3„ = JO Z„(x')e-X'dx' 

(36) 

Equation (33) is a system of infinite number of one-
dimensional, coupled, integral equations of the Volterra type, 
where F„(t) (n = 1, 2, . . . , oo) are the unknowns. The 
general form of Fn (t) is given by 

°° p ' 
/%,(') = < M ' ) + X £ K„,„(t,r)Fm(T)dr (37) 

/» = ] J 0 

where K„_m(t,T) = c„,„ exp[ - ( l +an) (t - r)] and 4>„ (t) = 
exp[ - ( l +a„)t]. The method of solution is based on 
Neumann's series (successive integrations), which is con­
vergent for each X (for this particular case X = 1). The 
solution for a finite n coupled integral equations [12] can be 
adapted for the infinite system of equation (33), where 

where 
F„(t)=<t>„(t)+ £ V ^ C ) (38) 
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Analytical Solution 

° Numerical Solution for T (Burch et-al. 1976) 

+ Numerical Solution for 8 (Burch et. al. 1976) 

Fig. 1 Comparison of analytic solutions with numerical solutions 
(finite difference), H-, = 0.08, H 2 = 0.2, Ks = 5, V = 5 (the 
corresponding parameters of Burch et al. [6] are S, = 0.4, H = 1,g = 1, 
B = 5) 

Evaluation of the \j/lhp terms can be done by substituting (38) 
into (33), integrating term by term and equating the coef­
ficients of common powers of A to zero. Its general form is 

(39) 

Performing the integration of (39), substituting in (38), and 
rearranging yields 

F (t) =e~0+"»~ci""'" + E 
- ( '+«» , ) ' . -(!+«„)' 

•V; ^m 
+ 

; 

m = n m^n (40) 

main diagonal (n = m) terms. Thus, an excellent accuracy for 
both long and short values of / is obtained by neglecting all of 
these difference terms (n # m) and summing only the main 
diagonal terms. It is surprising that a solution which is based 
on presentation suitable for long t values is successful for 
short t as well. It should be noticed, though, that the 
abovementioned differences of exponent terms are indeed 
quite small, and thus negligible for these two ranges of t. It is 
not always negligible for intermediate values of /. However, 
the number of main diagonal terms which has to be summed 
for short t values is of course much higher than that for long /. 

From (28) and (32), the expressions for the temperatures of 
the fluid and the solids can be derived. These are: 

OO OQ 

+ EE-
m=\ j=\ 

\ 

a » i - a , - L 

e~0 +aj)l _g - ( 1 + a , , ) / g - ( l +a„)t _ g - ( I + < « , „ ) / -

+ 

Equations (28) and (32) call for summation of an infinite 
number of terms according to n. However, F„(t) in these 
equations is in itself a summation of an infinite number of 
terms according to m (equation (40)). This is analogous to 
summing all the terms in an n x m matrix. All the terms of 
this matrix (see equation (40)) resulting from Neumann's 
series contain differences between exponents, except for the 

T=Tss-e-x,£Ku,lfn{x)-fn(0)-KlZn(0)]F„(t) (41) 

d = ess-
1£K]nZ„(x)FnU) (42) 
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Results and Discussion 

The temperature distribution in both fluid and solid due to 
step change in the oncoming fluid temperature has been 
calculated according to equations (41) and (42). The present 
results are compared with the numerical solution of Burch et 
al. [6]. 

Figure 1 shows the temperature distributions T and 6 as 
functions of the normalized location for four different times. 

For the shortest time t = 0.1 the numerical solution [6] is 
everywhere identical with the presented analytical solution. 

' For intermediate times (/ = 0.5-2.5) the agreement is fairly 
good, and the largest deviation (for the solid temperature) is 
about 2 percent. For infinite time, the solutions are identical, 
except for large deviation at the fluid entrance temperature 
resulting from a probable error in [6]. For the shortest time of 
t = 0.1 (long enough to permit summation of a small number 
of terms in the series) only ten (n = 10) terms were needed. For 
longer times, the number of terms was even smaller. 

In summary, the solution presented is a direct analytical 
solution based on Green functions and suitable for third-
order systems. 

In general, the method is suitable for solving higher-order 
partial differential equations, resulting from coupled 
phenomena such as heat interaction or diffusion between 
several phases, with or without sources. 
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/ = local speed, equation (3) 
g = gravitational acceleration 
G = dimensionless group, 

v_ r k1 11/5 

H = layer height 
k = effective thermal conductivity 

of the porous medium 
K = permeability 
L = layer length 
P = pressure 

q " = uniform wall flux 
Ra = Darcy-modified Rayleigh 

number, (Kg (3q"H)/(kva) 
Ra„o = large-Reynolds-number-limit 

Rayleigh number, 
(gPH3q"V(kba2) 

T = temperature 
u = horizontal velocity 
v = vertical velocity 
x = horizontal Cartesian coor­

dinate 
y = vertical Cartesian coordinate 
a = thermal diffusivity, k/pcp 

/3 = coefficient of thermal ex­
pansion 

5 = boundary layer thickness 
fi = viscosity 
v = kinematic viscosity, y,/p 
p = fluid density 
4> = porosity 
^ = streamfunction 

Superscripts/subscripts 

* = dimensionless quantity, 
equation (8) 

= dimensionless quantity, 
equation (21) 

1 Introduction 

The fundamental problem of buoyancy-induced heat 
transfer through a porous layer differentially heated in the 
horizontal direction has direct applications in many 
engineering areas such as thermal insulation, geothermal 
systems, and grain storage. A number of studies analyzing 
this problem model the system as a two-dimensional layer 
framed by two horizontal adiabatic walls and two vertical 
isothermal walls. These studies have reported extensive 
theoretical [1-7], numerical [7-13], and experimental [14-17] 
results with regard to the flow and heat transfer charac­
teristics of the porous layer. 

Recently, the equally important problem of constant heat 
flux on one [18] or both [19] the side walls of the porous 
cavity has been investigated. The model in [19], in particular, 
is more appropriate from the point of view of thermal in­
sulation engineering since isothermal boundaries almost never 
exist in granular and fibrous vertical insulation layers in 
buildings. In addition, two fluid-saturated porous reservoirs 
interacting with each other by exchanging heat by free con­
vection through a vertical wall reach a state closely resem­
bling the uniform flux condition [20], 

The present study also focuses on the boundary layer 
regime in a porous layer subjected to uniform heat fluxes 
along its vertical boundaries; however, the main purpose of 
this study is to relax a major assumption which limits the 
applicability of the results reported in [19]. These results are 
based on the Darcy flow model [21]; hence, they are valid only 
in the limit where the Reynolds number based on the volume-
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Results and Discussion 

The temperature distribution in both fluid and solid due to 
step change in the oncoming fluid temperature has been 
calculated according to equations (41) and (42). The present 
results are compared with the numerical solution of Burch et 
al. [6]. 

Figure 1 shows the temperature distributions T and 6 as 
functions of the normalized location for four different times. 

For the shortest time t = 0.1 the numerical solution [6] is 
everywhere identical with the presented analytical solution. 

' For intermediate times (/ = 0.5-2.5) the agreement is fairly 
good, and the largest deviation (for the solid temperature) is 
about 2 percent. For infinite time, the solutions are identical, 
except for large deviation at the fluid entrance temperature 
resulting from a probable error in [6]. For the shortest time of 
t = 0.1 (long enough to permit summation of a small number 
of terms in the series) only ten (n = 10) terms were needed. For 
longer times, the number of terms was even smaller. 

In summary, the solution presented is a direct analytical 
solution based on Green functions and suitable for third-
order systems. 

In general, the method is suitable for solving higher-order 
partial differential equations, resulting from coupled 
phenomena such as heat interaction or diffusion between 
several phases, with or without sources. 
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/ = local speed, equation (3) 
g = gravitational acceleration 
G = dimensionless group, 

v_ r k1 11/5 

H = layer height 
k = effective thermal conductivity 

of the porous medium 
K = permeability 
L = layer length 
P = pressure 

q " = uniform wall flux 
Ra = Darcy-modified Rayleigh 

number, (Kg (3q"H)/(kva) 
Ra„o = large-Reynolds-number-limit 

Rayleigh number, 
(gPH3q"V(kba2) 

T = temperature 
u = horizontal velocity 
v = vertical velocity 
x = horizontal Cartesian coor­

dinate 
y = vertical Cartesian coordinate 
a = thermal diffusivity, k/pcp 

/3 = coefficient of thermal ex­
pansion 

5 = boundary layer thickness 
fi = viscosity 
v = kinematic viscosity, y,/p 
p = fluid density 
4> = porosity 
^ = streamfunction 

Superscripts/subscripts 

* = dimensionless quantity, 
equation (8) 

= dimensionless quantity, 
equation (21) 

1 Introduction 

The fundamental problem of buoyancy-induced heat 
transfer through a porous layer differentially heated in the 
horizontal direction has direct applications in many 
engineering areas such as thermal insulation, geothermal 
systems, and grain storage. A number of studies analyzing 
this problem model the system as a two-dimensional layer 
framed by two horizontal adiabatic walls and two vertical 
isothermal walls. These studies have reported extensive 
theoretical [1-7], numerical [7-13], and experimental [14-17] 
results with regard to the flow and heat transfer charac­
teristics of the porous layer. 

Recently, the equally important problem of constant heat 
flux on one [18] or both [19] the side walls of the porous 
cavity has been investigated. The model in [19], in particular, 
is more appropriate from the point of view of thermal in­
sulation engineering since isothermal boundaries almost never 
exist in granular and fibrous vertical insulation layers in 
buildings. In addition, two fluid-saturated porous reservoirs 
interacting with each other by exchanging heat by free con­
vection through a vertical wall reach a state closely resem­
bling the uniform flux condition [20], 

The present study also focuses on the boundary layer 
regime in a porous layer subjected to uniform heat fluxes 
along its vertical boundaries; however, the main purpose of 
this study is to relax a major assumption which limits the 
applicability of the results reported in [19]. These results are 
based on the Darcy flow model [21]; hence, they are valid only 
in the limit where the Reynolds number based on the volume-
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averaged velocity and the pore diameter is small (less than 
0(1)). The main reason for the wide use of the Darcy model in 
a plethora of studies [1-13, 19, 20] lies in its simplicity: Since 
this model is relevant to slow flow applications, it linearizes 
the momentum equation, thus removing a considerable 
amount of difficulty in solving the governing equations. The 
only nonlinear equation for natural convection in a Darcy-
porous medium is the energy equation. There is an important 
reason, however, which makes it necessary to depart from the 
Darcy flow model, despite its simplicity. Heat transfer 
through the porous layer is convection-dominated in the 
boundary layer regime, where the Rayleigh number is very 
large. In the high Rayleigh number limit (Ra —oo) the Darcy 
flow model is not accurate because the vertical velocity scale 
increases as Ra2/3 [19]. In other words, as the boundary layer 
approximations improve, the accuracy of the Darcy model 
deteriorates. The present study aims at resolving this conflict 
by formulating the problem in a way appropriate for all 
values of pore Reynolds number. A similar formulation for 
boundary layer natural convection from a vertical plate 
embedded in an infinite porous medium is reported in [22]. 

2 Theoretical Solution 
In the limit of high Reynolds number based on pore 

diameter, the Darcy momentum equation should be modified 
to account for inertial effects [21-23]. The resulting ex­
pression, including the linear Boussinesq approximation 
(p = P 0 [ l - / 3 ( 7 , - r 0 ) ] ) reads 

Its'**' 
where 

B--

dy dx 

/-'•'['•(;n 

(i) 

(2) 

(3) 

It is worth noting that in equation (1) the pressure term has 
been eliminated. The conservation equations for mass and 
energy are the usual porous medium equations [21]; hence, 
they are omitted here for brevity. All the symbols in the above 
equations are defined in the nomenclature. 

According to Forschheimer's flow model [21, 23] adopted 
in equation (1), parameter B (equation 2) defines the boun­
daries separating three distinct flow regimes in the porous 
matrix: 

a) The Darcy regime, B = 1, i.e., {.bKp/jx) f < < 1; b) the 
non-Darcy regime B = (bXp/p.) f, i.e., (bKp//i)f > > 1; c) 
the intermediate regime, B given by equation (2). The present 
study focuses on regimes (jb) and (c). Constant b appearing in 
equation (2) is empirical. For a porous matrix consisting of 
packed spheres for example, b is given by [24] 

„=l^i-*> «4, 
where 4> is the medium porosity and d the sphere diameter. 

The boundary layer problem for the non-Darcy regime is 
attacked first theoretically, following the approach in [1-3]. 
Taking into account usual boundary layer scaling arguments 
[25] we note that the dimensionless boundary layer con­
servation equations are 

du„ 
=o 

* * 

dT dT d2Tt 
u —- + v —- = -

*dx,+V*dyt dxl 

(5) 

(6) 

(7) 

where the dimensionless quantities are defined as follows [22] 

* . = y 
HRa0 

v -•—- T 
* f-f * q"H 

Ra-

tS) 

H 
:Rai 

H 
Ra2 

The new Rayleigh number Ra^, is the appropriate parameter 
to describe the flow when the traditional Darcy-modified 
Rayleigh number Ra becomes sufficiently large and the Darcy 
flow model breaks down. Both Ra^, and Ra are defined in the 
nomenclature. 

In the same notation, the uniform heat flux condition reads 
r l T T 
—^ = - l a t x = 0 a n d x t = —RaL/5 

Ax. H 
(9) 

The two horizontal walls are insulated {dTJdy^^Q at 
yt = ± 1/2). With regard to the velocity field, all four walls of 
the layer are assumed impermeable. 

The procedure followed for the theoretical solution is 
described in detail in [1, 2, 4] for layers with isothermal side 
walls and in [19] for layers with "uniform flux" side walls. 
Here we present only the final results of the theoretical 
solution: 

(a) The flow field in the porous layer consists of a 
motionless core (w, = ut = 0 ) which is sandwiched by two 

c c 

boundary layers. In addition, the fluid stagnating in the core 
is linearly stratified 

T. = ( 2 A 3 ) ' ^ 
c 

where X is a constant given by 

1/4 RaL/2° -(f) 

(10) 

(11) 

(b) The velocity boundary layers along the two vertical 
walls are of constant thickness. The velocity and temperature 
distributions in the boundary layer along the left wall are 

v,=v\y • T = 
2X 

Similarly, along the right wall 

+ ( 2 X 3 ) ' ^ , (12,13) 

vi = - (2X)" ,r; = 2X 
+ (2X3)l/2.yt (14, 15) 

the new coordinate x', is the horizontal position measured 
away from the right wall (x' = L—x). 

(c) Based on equations (12-15) the average temperature 
difference between the two vertical walls and the volume 
flowrate through one boundary layer can be evaluated. The 
latter, in dimensionless form, is identical to the value of the 
stream function in the core region 

A r , = [7 ' J J t = 0 - [7 ' i ] j r . = o = ( ^ ) 1 / 4 6 1 4Ra„ 

C °° 63 / 8 / I \ 3 / 8 

(16) 

(17) 

It is worth noting that the temperature difference between the 
two driving walls, equation (16), is independent of J*, because 
the temperature in each vertical layer varies linearly w i t h ^ , 
in the same manner as the core temperature 7^ . This finding 

c 

agrees with the results reported for the Darcy regime. 
However, the wall-to-wall ATt for the non-Darcy regime 
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(a) 
Fig. 1(a) Numerical and theoretical results for the temperature 
distribution in three vertical planes in the non-Darcy flow limit {H/L = 
2, Ra = 5000, G = 0.1) 

scales differently with H/L and Ra from the wall-to-wall ATt 

for the Darcy regime (ATt = 2(H/L)-,/5 Ra"1715 [19]). 

3 Numerical Simulations 
The numerical simulations presented in this section were 

performed based on the complete form of the governing 
equations. Hence, the numerical solution, in addition to 
checking the theoretical predictions of the previous section, 
will shed light on the intermediate flow regime which is not 
amenable to a simple theoretical solution. 

The dimensionless governing equations and boundary 
conditions for the numerical simulations read 

- G V 2 ^ = Ra, Hr?^ TM + Ra3 ar 

u^- +v— = v 2r 
dx dy 

M = ¥ = 0 , 
dT 

v = y--

dx 

df 

- 1 a t i = 0, LIH 

(18) 

(19) 

(20) 

dy 
= 0 at.y = 0,l 

The nondimensionalization was carried out according to the 
following definitions 

T 
x=4-,<y=4-r<f= ,(it<vj) = (u,vJ)/(a/H) (21) 

H' H' H 

A 

T 

- 0 . 2 
1 r—r 
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Fig. 1(b) Numerical and theoretical results for the streamfunction 
variation in the vertical midplane in the non-Darcy flow limit (H/L = 2, 
Ra = 5000, G = 0.1; the solid lines show numerically obtained 
streamfunction and temperature variations for the intermediate regime 
(G = 1) . 

The dimensionless streamfunction is defined in the usual 
manner, u = d^r/dy, v= -(d^f/dx). The new group G ap­
pearing in equation (18) describes the departure from the 
Darcy flow limit as discussed in [22]. G < <0(1) refers to the 
non-Darcy limit, while the range G> >0(1) leads back to the 
Darcy flow model. Values of G of order unity describe the 
intermediate regime. 

The set of equations (18-20) was solved iteratively. Suc­
cessive relaxation was used to obtain the streamfunction from 
equation (18). The right-hand side of this equation was known 
from the previous iteration. Equation (18) was overrelaxed 
for G > 1 and underrelaxed for G < 1. Typical values of the 
relaxation parameter are: y = 1.3 for G = 4, Ra = 5000 and 
7 = 0.6 for G = 0.4, Ra = 5000. The temperature field was 
obtained from equation (19) using the power law scheme [26]. 
The details of the power law scheme are omitted here for 
brevity, since they can be found in [26], The process was 
repeated until convergence was obtained within prescribed 
error. In the present study we used a uniform grid and the grid 
fineness m = 45, n = 89 yielded accurate results throughout 
the study. Using finer grids led to temperature and stream-
function values within 0.05 percent of the values which 
resulted from the chosen grid. 

Through the numerical simulations the value of the usual 
Darcy-modified Rayleigh number was held fixed at Ra = 
5000, the highest value of Ra that yielded a stable solution. 
The values of. G examined ranged from G = 0.1 to G = 10. 
The non-Darcy Rayleigh number Ra„ was evaluated from the 
following relationship which connects Ra, G, and Ra„ 

Ra,„=(RaG)5 / 3 (22) 

As a result, the values of Ra„ used were not always "round.' ' 
In addition, examining equation (22) leads to the conclusion 
that decreasing G decreases Ra,*, unless Ra is increased 
simultaneously. On the other hand, Ra„ should stay as high 
as possible (boundary layer flow). It was found that G = 0.1 is 
the lowest value of G that yields boundary layer flow in the 
layer for Ra = 5000. As it will be shown next, this value of G 
is small enough to compare favorably with the theoretical 
results for the non-Darcy regime (G = 0). 
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Figure 1(a) shows the temperature distribution along three 
vertical planes in the porous layer, namely, the two vertical 
walls and the vertical midplane, for H/L = 2, Ra^, = 31,498 
in the non-Darcy regime (G = 0.1). For most of the porous 
layer the thermal stratification is indeed linear in y and in­
dependent of x. Deviations (as much as 20 percent) from the 

Fig. 2 Streamlines and isotherms: H/L = 2, Ra = 5000 (Ra„ 
1,452,009), G = 1 

theoretically predicted pattern occur near the horizontal walls 
where the numerical solution has to satisfy the "adiabatic" 
boundary condition. The main characteristic of the 
theoretically obtained flow field in the non-Darcy regime, 
namely, the fact that the core region is motionless, is verified 
in Fig. 1(b) which shows the streamfunction profile at x = 
L/2. The flatness of the streamfunction profile away from the 
horizontal walls indicates that the fluid circulates through two 
layers parallel to the horizontal boundaries leaving the core 
region practically motionless. Figure \(b) also shows good 
quantitative agreement between the numerically and 
theoretically predicted values of streamfunction in the core. 
In conclusion, the numerical solution verifies quantitatively 
and qualitatively the main predictions of the theoretical 
solution for the non-Darcy regime (G considerably smaller 
than unity). The solid lines in the same figure provide some 
insight for the flow and temperature field in the intermediate 
regime, for they show temperature and streamfunction 
variations in the vertical, at x — L/2, for G= 1, H/L = 2, 
Ra„ = 1,462,009. This figure reveals that the intermediate 
regime also possesses a linearly stratified, practically 
motionless core, along the lines of the Darcy and non-Darcy 
regimes. 

More information regarding the intermediate regime is 
presented in Fig. 2 ( G = l , H/L = 2, Ra^ = 1,452,009) by 
means of a representative set of isotherms and streamlines. 
The flow field consists of a single cell rotating clockwise. The 
shape of the streamlines indicates the presence of boundary 
layers along the vertical walls of the porous layer. The 
boundary layers are also visible in the isotherms (dashed lines) 
where they sandwich a thermally stratified core. The fact that 
the streamlines stay parallel to the vertical walls for most of 
the porous layer and the shape of the isotherms indicate that 
the thickness of the vertical boundary layers is independent of 
y everywhere except in the close vicinity of the two horizontal 
walls. This finding reveals that the theoretical predictions of a 
constant boundary layer thickness in the non-Darcy regime 
(section 2) and the Darcy regime [19] extend to the in­
termediate regime. Streamlines and isotherms obtained for 
different values of G (0 .1<G<1) in the high-Rayleigh-
number regime exhibited the same general features as the case 
illustrated in Fig. 2. 

Finally, Fig. 3 shows the effect of G on the wall-to-wall 
temperature variation. Clearly, the numerically calculated A.T 
captures the asymptotic non-Darcy and Darcy limits at low 
and high values of G, respectively. In addition, the in­
termediate regime is described by values of G = 0(1). 
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Point Source 
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Introduction 

Plumes arising from a thermal point source are of interest 
in several engineering applications, e.g., hot-film 
anemometry, electronic circuitry, and thermal pollution. The 
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limiting case of purely free convection has been studied by Yih 
[1], Fujii [2], and Mollendorf and Gebhart [3]. The mixed 
forced and free convection regime was examined by Ap-
palaswamy and Jaluria [4], Afzal [5], and Riley and Drake 
[6]. Previous analyses which have been employed to study the 
entire mixed convection regime required one formulation to 
represent the departure from the pure forced convection and 
another formulation to represent the departure from the pure 
free convection. In the present study a new transformation is 
employed which allows one to examine the entire mixed 
convection regime via one formulation. The objective of the 
present study is also to obtain additional results for the 
velocity and temperature fields for fluids having Prandtl 
numbers of 0.7, 7, 50, and 100 over the entire mixed con­
vection regime. Equivalent results have not appeared in the 
literature. 

Analysis 

The geometry considered in this study is equivalent to a 
thermal point source that is situated in a flow field with a 
uniform temperature T„ and a uniform upward free-stream 
velocity ux. The boundary layer equations that govern this 
flow are written in terms of the vertical and radial velocity 
components u and v, temperature T, the vertical coordinate 
from the point source x, and the radial distance y from the 
axis of symmetry, as 

d(yu) b(yv) 

dx by 
(1) 

du du 

ox ay 

v d ( du \ 

dT dT a d / dT \ 
w (3) 

dx dy y by \ dy / 
where g is the gravitational acceleration, (3 the coefficient of 
thermal expansion, v the kinematic viscosity, and a the 
thermal diffusivity. The boundary conditions are given by 

du dT 
v= — - =—— =0 at y = 0 (4a) 

dy dy 

u — u„, and T—T„ as/—oo (4b) 

and the conservation of energy requires 

(5) Q = 2TTPCp]joyu(T-Ta,)dy 

where Q is the strength of the thermal point source. 
In order to facilitate the solution of the above system of 

equations throughout the entire mixed convection regime, the 
following transformations are utilized 

£ = Re.? /(Gr J4 + Re *) , r, = — (Gr* + Re.?) (6) 

t=vxF(r,), 6 = (T-T„)/T* (7) 

where GTX = g/3T*x^/v2, Rex = u„x/v, and \p is the stream 
function that satisfies the continuity equation (1), with u = 
(\/y)(d^/dy) and v = - (\/y)(d^/dx), and the equivalent 
temperature T* of the thermal point source is given by T* = 
Q/(2irpCpvx). Equations (2-5) can be transformed to the 
following set of ordinary differential equations 

ri2F'" -r)F" +F' -FF' +VFF" + rj3(l - £)4f? = 0 (8) 

(?)0')'+Pr(F6))'=O (9) 

with boundary conditions 

F(0)=F'(0) = 6'(0) = 0at r, = 0 (\Qa) 

F' 
6(oo) = 0 and — = £2 at r; = oo (106) 

V 
and subject to the normalized heat flux condition 
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Point Source 
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Introduction 

Plumes arising from a thermal point source are of interest 
in several engineering applications, e.g., hot-film 
anemometry, electronic circuitry, and thermal pollution. The 
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limiting case of purely free convection has been studied by Yih 
[1], Fujii [2], and Mollendorf and Gebhart [3]. The mixed 
forced and free convection regime was examined by Ap-
palaswamy and Jaluria [4], Afzal [5], and Riley and Drake 
[6]. Previous analyses which have been employed to study the 
entire mixed convection regime required one formulation to 
represent the departure from the pure forced convection and 
another formulation to represent the departure from the pure 
free convection. In the present study a new transformation is 
employed which allows one to examine the entire mixed 
convection regime via one formulation. The objective of the 
present study is also to obtain additional results for the 
velocity and temperature fields for fluids having Prandtl 
numbers of 0.7, 7, 50, and 100 over the entire mixed con­
vection regime. Equivalent results have not appeared in the 
literature. 

Analysis 

The geometry considered in this study is equivalent to a 
thermal point source that is situated in a flow field with a 
uniform temperature T„ and a uniform upward free-stream 
velocity ux. The boundary layer equations that govern this 
flow are written in terms of the vertical and radial velocity 
components u and v, temperature T, the vertical coordinate 
from the point source x, and the radial distance y from the 
axis of symmetry, as 

d(yu) b(yv) 

dx by 
(1) 

du du 

ox ay 

v d ( du \ 

dT dT a d / dT \ 
w (3) 

dx dy y by \ dy / 
where g is the gravitational acceleration, (3 the coefficient of 
thermal expansion, v the kinematic viscosity, and a the 
thermal diffusivity. The boundary conditions are given by 

du dT 
v= — - =—— =0 at y = 0 (4a) 

dy dy 

u — u„, and T—T„ as/—oo (4b) 

and the conservation of energy requires 

(5) Q = 2TTPCp]joyu(T-Ta,)dy 

where Q is the strength of the thermal point source. 
In order to facilitate the solution of the above system of 

equations throughout the entire mixed convection regime, the 
following transformations are utilized 

£ = Re.? /(Gr J4 + Re *) , r, = — (Gr* + Re.?) (6) 

t=vxF(r,), 6 = (T-T„)/T* (7) 

where GTX = g/3T*x^/v2, Rex = u„x/v, and \p is the stream 
function that satisfies the continuity equation (1), with u = 
(\/y)(d^/dy) and v = - (\/y)(d^/dx), and the equivalent 
temperature T* of the thermal point source is given by T* = 
Q/(2irpCpvx). Equations (2-5) can be transformed to the 
following set of ordinary differential equations 

ri2F'" -r)F" +F' -FF' +VFF" + rj3(l - £)4f? = 0 (8) 

(?)0')'+Pr(F6))'=O (9) 

with boundary conditions 

F(0)=F'(0) = 6'(0) = 0at r, = 0 (\Qa) 

F' 
6(oo) = 0 and — = £2 at r; = oo (106) 

V 
and subject to the normalized heat flux condition 
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F'6dr) = l (10c) 

The limiting cases of pure free convection and forced con­
vection plumes correspond to the conditions £ = 0 and £ = 1, 
respectively. Note that a larger mixed convection parameter 
corresponds to smaller buoyancy effects, i.e., smaller source 
strength, or higher forced free-stream velocity and.vice versa. 
Equations (8-10) were solved by using a fourth-order 
Runge-Kutta integration scheme for specified values of the 
mixed convection parameter 0 < £ < 1. An integration 
stepsize A?j of 0.01 and a convergence criterion of 10"4 at the 
edge of the boundary layer </]„, were used in the computations. 

Results and Discussion 
Velocity and temperature distributions in the axisymmetric 

plume above a thermal point source were obtained for fluids 
having Prandtl numbers of 0.7, 7, 50, and 100 over the entire 
mixed convection regime 0 < £ < 1. The predicted results 
compare very well with the limited range of published values 
[4-6]. The axial velocity distribution u/u„ = F'/r]£2 is 
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Fig. 1 Axial velocity distribution: Pr = 0.7, Pr = 7, 
Pr = 100 

presented in Fig. 1 as a function of the nondimensional radial 
distance iy£ = (y/x)Re'x'. As expected, the velocity is 
maximum at the centerline of the plume and it approaches the 
free-stream velocity at the edge of the boundary layer. The 
centerline velocity increases but the plume radius decreases as 
either the mixed convection parameter decreases (i.e., as the 
buoyancy effect increases) or the Prandtl number increases. 
The influence of the source strength and of the Prandtl 
number on the axial velocity distribution diminishes as the 
magnitude of the mixed convection parameter increases (i.e., 
as the free-stream velocity increases). 

The magnitude of F" (0) is presented in Table 1 as a func­
tion of the mixed convection parameter. This quantity is 
proportional to the axial velocity at the centerline of the 
plume which is given by u(0)/u„ = F"(0)/£2 when £ ^ 0 and 
by w(0) = (y/x) Gr.?F"(0) when £ = 0. Fluids with higher 
Prandtl numbers will experience a higher dimensionless 
centerline velocity F"(0). The magnitude of F"(0) exhibits a 
minimum in the range of 0 < £ < 1 but the centerline velocity 
ratio uity/ita, will always decrease as the mixed convection 
parameter increases due to the increase in the free-stream 
velocity. 

The radial velocity component, which is given for the case 
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Fig. 2 Radial velocity distribution: Pr = 0.7, Pr = 7, 
Pr = 100 

Table 1 Dimensionless centerline velocity and temperature 

Pr = 0.7 Pr = 7.0 Pr = 50 
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0 

0 
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05 
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2 

25 

3 

4 

5 

6 

7 

8 

9 

95 

00 

F"(0) 

0.9380 

0.8464 

C.7593 

0.6769 

0.5995 

0.5281 

0.4640 

0.3683 

0.3389 

0.3885 

0.4968 

0.6410 

0.8101 

0. 9025 

1.0000 

B(0) 

0.4826 

0.4821 

0.4800 

0.4757 

0.4685 

0.4577 

0.4431 

0.4051 

0.3713 

0.3554 

0.3510 

0.3502 

0.3501 

0.3501 

0.3501 

F"(0) 

1.3370 

1 .2070 

1 .0847 

0.9702 

0.8638 

0.7658 

0.6770 

0.5309 

0.4408 

0.4317 
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•1.0000 

9(0) 

4.0065 

4.0058 

4.0029 
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9(0) 
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52.9396 
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Fig. 3 Temperature ratio distribution: Pr = 0.7, Pr = 7, 
Pr = 100 

of £ = 0 by v = (y/x) Gr%' (F' /2 - F/rj) and for the case of £ 
^ 0 by v/u„ = (F' 12 - F/rj)/(%'Re'*), increases from its 
value of zero at the center of the plume to its maximum value, 
the entrainment, at the edge of the boundary layer. Its 
magnitude then starts to decrease and it will diminish as the 
radial distance continues to increase outside the boundary 
layer. The quantity (F' 12 - F/rff/1- is presented in Fig. 2 as a 
function of i)£ to demonstrate the behavior of the radial 
velocity component v as a function of the radial position^ for 
a fixed axial position x. The radial velocity increases and the 
radial distance at which that velocity is maximum decreases as 
the mixed convection parameter decreases (i.e., higher 
buoyancy effects). The maximum value of the radial velocity 
component is equal to the entrainment value at the edge of the 
boundary layer and this value increases as the Prandtl number 
decreases. 

The centerline temperature varies inversely with the axial 
distance, i.e., (T0 - T„) ~ \/x and its behavior at a fixed 
axial position is similar to that of 0(0) (Table 1). The results 
show that the centerline temperature increases as the Prandtl 
number increases and decreases as the mixed convection 
parameter increases (i.e., as the free-stream velocity in­
creases). It is also clear from these results that the centerline 
temperature becomes almost independent of the forced 
convection parameter when £ > 0.7 and it can be expressed in 
that range (0.7 < £ < 1.0) by 0(0) = 0.5 Pr. 

The influence of the Prandtl number on the temperature 
distribution, 0 = 2irkxPr(T- T„)/Q, can be deduced from 
Fig. 3, where 0/0o = (T - T„)/(T0 - T„) is presented as a 
function of ?j£ (where 60 is the centerline value). The thermal 
boundary layer thickness decreases with increasing either the 
Prandtl number or the mixed convection parameter (i.e., 
lower buoyancy effects or higher free-stream velocities). Also 
at a fixed radial and axial distance (i.e., at a fixed JJ£ value), 
the temperature ratio 8/80 increases with decreasing either the 
Prandtl number or the mixed convection parameter (i.e., 
larger buoyancy effects). 

Conclusion 
The temperature and velocity distributions of an 

axisymmetric plume are presented for fluids having Prandtl 
numbers of 0.7, 7, 50, and 100. The entire mixed convection 

regime from pure free (£ = 0) to pure forced (£ = 1) con­
vection was covered by utilizing only one set of nonsimilarity 
variables i? and £. The centerline velocity and the centerline 
temperature increase but the plume radii decrease as the 
Prandtl number increases and as the mixed convection 
parameter decreases. The entrainment velocity increases as 
the Prandtl number or the mixed convection parameter 
decreases. Mixed convection region for this plume can be 
specified as the region where 0.2 < £ < 0.65. Outside that 
region, either the pure free or the pure forced convection 
analysis can be used to estimate the centerline velocity and 
temperature. Comparison of the present results with the 
limited range of previously published results [4, 5] for this 
plume provides a very good agreement. 
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Fig. 3 Temperature ratio distribution: Pr = 0.7, Pr = 7, 
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of £ = 0 by v = (y/x) Gr%' (F' /2 - F/rj) and for the case of £ 
^ 0 by v/u„ = (F' 12 - F/rj)/(%'Re'*), increases from its 
value of zero at the center of the plume to its maximum value, 
the entrainment, at the edge of the boundary layer. Its 
magnitude then starts to decrease and it will diminish as the 
radial distance continues to increase outside the boundary 
layer. The quantity (F' 12 - F/rff/1- is presented in Fig. 2 as a 
function of i)£ to demonstrate the behavior of the radial 
velocity component v as a function of the radial position^ for 
a fixed axial position x. The radial velocity increases and the 
radial distance at which that velocity is maximum decreases as 
the mixed convection parameter decreases (i.e., higher 
buoyancy effects). The maximum value of the radial velocity 
component is equal to the entrainment value at the edge of the 
boundary layer and this value increases as the Prandtl number 
decreases. 

The centerline temperature varies inversely with the axial 
distance, i.e., (T0 - T„) ~ \/x and its behavior at a fixed 
axial position is similar to that of 0(0) (Table 1). The results 
show that the centerline temperature increases as the Prandtl 
number increases and decreases as the mixed convection 
parameter increases (i.e., as the free-stream velocity in­
creases). It is also clear from these results that the centerline 
temperature becomes almost independent of the forced 
convection parameter when £ > 0.7 and it can be expressed in 
that range (0.7 < £ < 1.0) by 0(0) = 0.5 Pr. 

The influence of the Prandtl number on the temperature 
distribution, 0 = 2irkxPr(T- T„)/Q, can be deduced from 
Fig. 3, where 0/0o = (T - T„)/(T0 - T„) is presented as a 
function of ?j£ (where 60 is the centerline value). The thermal 
boundary layer thickness decreases with increasing either the 
Prandtl number or the mixed convection parameter (i.e., 
lower buoyancy effects or higher free-stream velocities). Also 
at a fixed radial and axial distance (i.e., at a fixed JJ£ value), 
the temperature ratio 8/80 increases with decreasing either the 
Prandtl number or the mixed convection parameter (i.e., 
larger buoyancy effects). 

Conclusion 
The temperature and velocity distributions of an 

axisymmetric plume are presented for fluids having Prandtl 
numbers of 0.7, 7, 50, and 100. The entire mixed convection 

regime from pure free (£ = 0) to pure forced (£ = 1) con­
vection was covered by utilizing only one set of nonsimilarity 
variables i? and £. The centerline velocity and the centerline 
temperature increase but the plume radii decrease as the 
Prandtl number increases and as the mixed convection 
parameter decreases. The entrainment velocity increases as 
the Prandtl number or the mixed convection parameter 
decreases. Mixed convection region for this plume can be 
specified as the region where 0.2 < £ < 0.65. Outside that 
region, either the pure free or the pure forced convection 
analysis can be used to estimate the centerline velocity and 
temperature. Comparison of the present results with the 
limited range of previously published results [4, 5] for this 
plume provides a very good agreement. 
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T 
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Az 
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e dp 

radiative heat transfer coefficient between 

gas and pebble = 
T -T (EJg 

0 (argon), (combustion gas), W/m2K; 
W/m2K 
heat transfer coefficient between gas and 
insulator = hgwc + hg„, W/m2K 
convective heat transfer coefficient between 
gas and insulator as a function of film 
temperature = (Tg + Tw)/2 = 

k 
0.2Pr1/3Re0-8 — -̂ [3], W/m2K 

= radiative heat transfer coefficient between 

gas and insulator = 
T -T 
1 g ' >i 

<w 
-EgTw

A) (combustion gas), W/m2K; = 0 
(argon), W/m2K 
radiative heat transfer coefficient between 
top of pebble bed and insulator of com­
bustion chamber 

oE, 

T -T 
1 p 1 c 

(Tp
4-Tc

4),W/m2K 

radiative heat transfer coefficient between 
pebble and insulator 

oE-, 

T -T 
1 P ' « 

(T„4 - 7 , / ) , W/m2K 

free convective heat transfer coefficient 
between container vessel and atmosphere 

/ T -T \ °-25 

=1-3(-lsr) [4LW/m2K 

thermal conductivity of gas, W/m K 
effective thermal conductivity of pebble bed 
including radiative heat transfer between 
pebbles [5], W/m K 
thermal conductivity of insulator, W/m K 
gas mass flow per unit area, kg/m2s 
Prandtl number 
radial coordinate, m 
radius of pebble bed, m 
radius of container vessel, m 
Reynolds number 
room temperature, K 
representative temperature of insulator of 
combustion chamber, K 
temperature of gas in bed, K 
temperature of pebble in bed, K 
temperature of insulator, K 
axial coordinate, m 

'"at the top of bed during heating 

= 0 at the bottom of bed during argon 
blowdown 

void fraction of bed 
density of pebble, kg/m3 

density of insulator, kg/m3 

Stefan-Boltzmann constant, W/m2K4 

time, s 
radial differential step of insulator, m 
axial differential step of pebble bed, m 
differential step of time, s 

Introduction 
High-temperature pure gases such as air and inert gases are 

required in many areas, for example, chemical processes, 
electric power generation (closed cycle MHD and closed cycle 
gas turbine), and hypersonic windtunnel experiments. 

A fossil fuel fired regenerative heat exchanger is capable of 
heating pure gases over 1500°C. Its operating principle is the 
same as that of heat exchangers used in blast furnaces with the 
added evacuation of the heat exchanger before blowing pure 
gases into it. This evacuation is to realize low impurity 
contamination levels of pure gases. 

In the previous experiment [6], a regenerative heat ex­
changer with an alumina cored brick bed was tested. The 
maximum temperatures of cored bricks and argon reached in 
their experiment are 1621 °C and 1482°C, respectively, and 
the molecular impurity level in argon is less than 100 ppm. 

Another choice of a heat storage bed is a pebble bed. A 
pebble bed-type heat exchanger can be designed to be compact 
because of a large heat transfer conductance between gas and 
pebbles. In addition, compared with cored bricks, pebbles are 
expected to be more resistant against cracking caused by the 
thermal stress, because their small size and the low thermal 
conductivity among pebbles realize the uniform distribution 
of temperature in one pebble. But the pressure loss and dust 
loading of pure gas passing through a pebble bed may cause 
some difficulties and almost no investigations have been 
reported on the selection of pebble material which is ap­
propriate for the use under high temperatures over 1700°C 
and generates less dust. 

Many theoretical works have been done on the thermal 
analysis of regenerative heat exchangers. But there are few 
works in which detailed temperature distributions in heat 
storage beds are measured especially in the high-temperature 
region above 1500°C and discussions are made about the 
comparison of measured results and theoretical predictions. 

In this study, a pebble bed regenerative heat exchanger for 
heating argon up to 1700°C is installed and tested. One 
purpose of the experiments is to select the appropriate pebble 
material which has high thermal and thermal shock 
resistances and generates less dust in heated argon. Another 
purpose is to measure the time changes of the temperature 
distribution in the pebble bed and to compare them with the 
results of a heat transfer analysis. 

Experimental Facility and Procedure 
The system and the specification of the heat exchanger are 

shown in Fig. 1 and Table 1, respectively. The heat exchanger 
consists of a burner, a pebble bed, an insulator, and a con­
tainer vessel. The height and the diameter of the pebble bed 
are 1.05 m and 0.2 m respectively and it is filled with 20-mm-
dia alumina pebbles of which material properties are shown in 
Table 2. The bed is surrounded by three layered insulating 
alumina walls with 0.25 m thickness, whose properties are 
shown in Table 3. 

To prevent water condensation inside the container vessel 
and the pipes during combustion, the vessel and the pipes are 
heated up to 100°C by electrical heaters, and also heated air 
(100°C) is blown into the bed for about 20 hr before the start 
of combustion. This is to avoid water contamination in heated 
argon. In the burner, propane is combusted with air or 
oxygen-enriched air. A part of combustion gas flows through 
the bed from the top to the bottom heating pebbles while the 
rest of it is bypassed to the argon exhaust pipe directly from 
the combustion chamber. This is to raise the temperature at 
the top of the bed as high as possible keeping the temperature 
at the bottom moderate, because if all the combustion gas 
flows through the bed of a small height, the temperature at 
the bottom may become too high to protect pebbles against a 
strong thermal shock. A typical heating process of the bed is 

Journal of Heat Transfer AUGUST 1985, Vol. 107/723 

Downloaded 18 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



rS" 
Propane 

Measuring 
Section 

K? | I Optical 
^y | J Window 
p ]̂ Oxygen 

Insulating 
Wall 

Air 
Blower 

Argon 

iTC 1 

m_2j 

LELSJ 

ITC 51 

ITC 61 

n_^.Argon .Combustion 
Gas Exhaust 

Flow Direction of 
Combustion Gas 

-->•-» Flow Direction of 
Argon 

- *—> Flow Direction of 
Evacuation 

> 

-700-

Hxl—Q—> E vacuat i on 
Rotary 

J i fH^Combust ion 
Gas Exhaust 

H X r - D — A i r 
Hot Hot 
Air Blower 

Fig. 1 System of the heat exchanger 

Table 1 Specifications of the heat exchanger 

Pebble bed d iameter 

Pebble bed h e i g h t 

Pebble weight 

Pebble bed void f r a c t i o n 

Thickness of i n s u l a t i n g wall 

Rated c a p a c i t y of burner 

Combustion gas mass flow 

Argon gas mass flow 

Heat ing time 

Argon blowing t ime 

Pumping speed of the r o t a r y pump 

200 mm 

1050 mm 

67 -v. 7 5 kg 

0 . 4 

250 mm 

7 2 . 6 kW 

0 . 0 0 3 i- 0 . 0 2 7 k g / s 

0 . 1 <*. 0 . 1 5 k g / s 

40 "i 60 h 

60 ^ 120 s 

0 . 0 5 m 3 / s 

Table 2 Material properties of the pebble 

Name T-162 

Maker ALCOA 

Fabrication Sintered 
method alpha 

alumina 

Diameter (mm) 20 

Alumina purity (%) 99.5 

Apparent porosity (%) 3.0 

Specific gravity 3 .6-3.8 

Specific heat 
(kJ/kgK) 1.3 

Thermal conductivity 
(W/mK) 1.6 

HD SSA-995 

NIPPON KAGAKU TOGYO 

Isostatically pressed 
sintered alpha alumina 

20 20 

90 99.5 

0 0 

3.6 3.9 

1.3 1.3 

6.7 8.4 

Table 3 Material properties of the insulating wall 

shown in Fig. 3 in which we show the combustion gas mass 
flow through the bed as Main. After stopping the burner, the 
container vessel is evacuated by a rotary pump. Then cold 
argon is injected into the bed from the bottom to the top for 
about 1—2 minutes. After that, combustion starts again to 
reheat the bed for several hours for the next argon blowdown. 

Thus the whole operation process consists of five different 
periods: the preheating, the heating, the evacuation, the argon 
blowdown, and the reheating. 

Layer number 

Name 

Maker 

T h i c k n e s s (mm) 

Alumina p u r i t y (%) 

A p p a r e n t p o r o s i t y (%) 

S p e c i f i c g r a v i t y 

S p e c i f i c h e a t 
Ik J /kgK) 

Thermal c o n d u c t i v i t y 
(W/mK) 

a 

CORANDEX-E3 

b 

TOLITE-HA-S 

c 

F .F G150 BOARD 

TOSHIBA CERAMICS 

100 

9 9 . 1 

2 0 . 0 

3 .15 

1 .3 

3 . 1 

140 

9 9 . 1 

5 7 . 1 

1.48 

1.3 

0 .9 
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Fig. 2 Location of thermocouples and configuration of packed 
pebbles in the bed (run 10) 

Temperature distribution in the pebble bed is measured by 
thermocouples TCI ~TC6 inserted in the bed. The location of 
thermocouples and a typical configuration of packed pebbles 
in the bed is shown in Fig. 2. The temperature of the heated 
argon is estimated from the data measured with the ther­
mocouple TC7 located at the exit of the heat exchanger by 
correcting for radiative losses to walls. Dust loading of the 
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Fig. 3 Heating process of the heat exchanger (run 10) 

heated argon is observed by detecting the fluctuation of the 
intensity of He-Ne laser beam which is transmitted through 
the argon flow. The optical system is shown in Fig. 1. 

Heat Transfer Analysis 
A heat transfer analysis has been done to explain the 

changes of the temperature distribution in the bed during the 
heating and the argon blowdown periods. The basic equations 
for the heat transfer between the gases, the pebbles and the 
insulator are 

•mc„ 
dz 

— A h (T —T \ 

+ AgwhgK,(Tg — (T„)r=R ) 

(1 -e)ppcp 
dl), 
dr 

-A h IT —T 1 
%p SPK s P' 

-Agwhpw (TP-(T„) ,.=fl0) + kp 

d^Tp 

dz1 

dT, k / 
W ^ IV / 

PWC„ \ 

d2T 

dr2 

dTw 

(1) 

(2) 

(3) 

where we neglect radial heat conduction in the bed and axiai 
heat conduction in the insulator. Equation (1) shows the 
energy balance for the gas including heat transfer between the 
gas and the pebbles and between the gas and the insulator. In 
this equation, the dTg/dr term is neglected because it is small 
compared with the dTg/dz term. In equation (2) of energy 
balance for the pebbles, the effects of heat transfer between 
the pebbles and the gas and between the pebbles and the in­
sulator together with axial heat conduction in the bed are 
included. Equation (3) gives the effect of transient radial heat 
conduction in the insulator. 

The boundary conditions assumed are 

TS(0,T) = G(T) 

for the inlet gas temperature, 

hpciT, 
dTB 

TP ) + kP -^ = ° (at the top of the bed) 
dz 

(4) 

(5) 

dTp 

dz 
-- 0 (at the bottom of the bed) (6) 

for the pebble temperature, 

arw hgw(Tg~Tw) + hpw(Tp-Tw) + kw -~ =0 

(atr = /?0) (7) 

for the boundary between the pebble bed and the insulator, 
and 

' I T 

hwa(Tw-Ta)+kw-~ =0 (at r = R[) (8) 

for the outer boundary of the container vessel. 
The inlet gas temperature G(T) for the argon blowdown 

period is assumed to be constant (= 23 °C) because cold argon 
is injected into the bed. For the heating period, G(r) and 
TC(T) are introduced to simplify the complex heat transfer 
process in the combustion chamber. Their values are assumed 
so that the measured and the calculated temperature of the 
pebbles at the top and at the height of 0.85 m are matched. 

The initial temperature distribution in the bed for each 
period is adjusted to the measured one at the beginning of 
each period. The initial temperature distribution in the in­
sulator is taken to be uniform for the preheating period 
( = 23°C). For the other periods, it is taken for the calculated 
one at the end of the preceding period. 

The time change of the combustion gas mass flow through 
the bed is assumed as that presented in Fig. 3 as Main while 
the argon mass flow is assumed to be constant ( = 0.1 kg/s). 

By applying central difference representation to the first 
and second derivatives with respect to z and r, and by ap­
plying forward difference representation to the first derivative 
with respect to 7, the differential equations are transformed 
into a set of algebraic equations and numerically solved. To 
fulfill the numerical stability criterion.given in [7], we put Ar 
= 0.02 m, Az = 0.025 m, and AT = 30 s for the heating 
period, and AT = 0.5 s for the argon blowdown period. 

Results and Discussion 

Thermal Performance. Figure 4 shows the time change of 
the temperature distribution in the bed during the heating 
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period of run 10 whose heating process is shown in Fig. 3. In 
this heating period, propane is combusted in air without 
oxygen enrichment, and the final temperature at the top of the 
bed is 1650°C while the temperature at the bottom is 1100°C. 
In Fig. 4, to evaluate the effects of the values of G(T) and 
Tc (T) on the calculation, the calculated results with and 
without the axial heat conduction term kpd

2Tp/dz2 in 
equation (2) are compared with the measured data. In the case 
of neglecting the axial heat conduction, the boundary con­
dition of equation (5) becomes unnecessary. Thus we can 
avoid the introduction of TC(T), and we assume the values of 
G(T) only to match the measured and the calculated tem­
peratures of pebbles at the height of 0.85 m. Both calculated 
results are almost the same except near the top of the bed 
where the effect of axial heat conduction is large due to 
radiative heat transfer from the top of the bed to the insulator 
of the combustion chamber. Therefore, we can say that the 
values of G ( T) and Tc (r) and the axial heat conduction in the 
pebble bed have little effect on the heat transfer calculation in 
the lower part of the bed. The calculated results agree well 
with the measured ones. The calculated temperature at the 
bottom of the bed is somewhat higher than the measured one 
at the final stage of the heating period. The calculated tem­
perature of the insulator rises more rapidly than the measured 
one, because the heat transfer between the gas (or pebbles) 
and the insulator occurs only adjacent to the insulator and is 
overestimated in the present one-dimensional analysis. The 
higher calculated temperature of the insulator causes a smaller 
heat loss from the bed to the insulator, resulting in a rapid rise 
of the calculated temperature at the bottom of the bed in the 
final stage of heating. 

In the second reheating period of run 10, propane is 
combusted in oxygen-enriched air as shown in Fig. 3 to raise 
the flame temperature. As a result, the temperature at the top 
of the bed is increased to 1850°C while the temperature at the 
bottom remains 1100°C at the end of the second reheating 
period. Figure 5 shows the measured temperature changes in 
the bed after stopping combustion together with the 
calculated one during the argon blowdown following this 
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reheating period. For this argon blowdown period, the 
calculation correctly predicts the temperature changes in the 
bed. During this period, the heat transfer between the pebbles 
and argon is the main heat transfer process and the effect of 
the heat transfer to the insulator is small, which results in 
good agreement between the calculation and the measured 
results. In this argon blowdown, the argon temperature of 
1600°C is obtained at the exit of the heat exchanger, which is 
about 100°C lower than the argon temperature just above the 
center of the top of the bed. This temperature difference can 
be explained by the mixing of argon passing through the core 
and the wall regions of the bed, because the temperature of 
argon passing through the wall region is much lower than that 
of argon passing through the core region, as can be seen from 
thedataofTC2andTC3. 

Selection of the Pebble Material 
Dust loading in the heated argon flow is observed by 

detecting the fluctuations of the intensity of the transmitted 
laser beam caused by dust in argon flow after passing through 
the pebble bed. As candidates for pebble material, the T-162 
pebbles, the HD pebbles, and the SSA-995 pebbles are tested. 
The T-162 pebbles are commonly used as the heat exchange 
medium for pebble heaters while the isostatically pressed HD 
and SSA-995 pebbles are used for grinding medium. In one 
run, the T-162 pebbles are packed in the whole bed while in 
another run, as shown in Fig. 2, the SSA-995 pebbles are 
packed in the upper part of the bed and the HD pebbles are 
packed in the lower part of the bed. The average fluctuation 
level in the former run is about 16 percent while that in the 
latter run is about 2 percent. These results show that an 
amount of dust in the heated argon is much larger for the T-
162 pebbles than for the HD and the SSA-995 pebbles. The 
latter pebbles have no abrasion, cracking, and melting 
throughout the bed after ten blowdown cycles (total heating 
time is about 200 hr). Therefore, the SSA-995 pebbles show 
high thermal resistance even when they are exposed to high-
temperature combustion gas as high as 1900°C, and the HD 
pebbles show high thermal shock resistance at the bottom of 
the bed where pebbles are cooled abruptly by the cold argon. 
Since the SSA-995 pebbles are of higher alumina purity and 
thus more expensive than the HD pebbles, we can divide the 
bed into two layers: the SSA-995 pebbles in the upper part of 
the bed and the HD pebbles in the lower part of the bed. 

Conclusions 
A pebble bed regenerative heat exchanger for heating argon 

by propane combustion gas is installed and tested. The 
maximum temperature at the top of the bed is 1850°C and 
that of argon at the exit of the heat exchanger is 1600°C. The 
one-dimensional heat transfer analysis correctly explains the 
changes of the temperature distribution in the bed during the 
heating and the argon blowdown periods. The isostatically 
pressed high-purity alumina pebbles with zero porosity 
demonstrated good properties as the heat storage material. 
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Transient Response of the Parallel-Flow Heat Ex­
changer 
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Nomenclature 

Ax = 
c = 

E = 
hA = 

L = 
TV = 

Ntu = 
P = 
R = 
s = 
t = 

T = 
u = 
V = 

wc = 
WC = 

x = 
X = 
i\ = 

e = 
V = 

p = 
T = 

t = 

cross-sectional flow area, m2 

unit heat capacitance of fluid, J /C • kg 
(wc)b/{wc)a 

convective thermal conductance, W/C 
flow length of exchanger, m 
hA/wc 
defined following equation (3) 
Laplace parameter 
(hA)b/(hA)a 

Laplace parameter 
time, s 
core temperature, °C 
velocity of fluid in core, m/s 
defined following equation (3) 
capacitance rate of fluid, W/C 
thermal capacitance of core, J /C 
distance from fluid entrance, m 
x/L 
BNtu(\+R)/R 
[(wc)min/WQ{t-x/ua) 
variable of integration 
fluid density, kg/m3 

fluid temperature, °C 
exit fluid temperature, °C 

Subscripts 

a = refers to stepped fluid 
b = refers to unstepped fluid 
p = denotes Laplace transform w/r to X 
s = denotes Laplace transform w/r to -n 

°° = refers to steady-state response 

Introduction 
The transient response of heat exchangers is required for 

process control applications. The purpose of this note is to 
give, for the parallel-flow heat exchanger, the exit fluid 
temperature histories that are obtained in response to a unit 
step increase in the entrance temperature of either fluid. The 
solutions given are restricted to exchangers in which the dwell 
or residence times of the two fluids are equal or, alternatively, 
to exchangers in which both fluids are gases. 

Differential Equations 
The exchanger analyzed, shown schematically in Fig. 1, 

satisfies the following idealizations. 
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level in the former run is about 16 percent while that in the 
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amount of dust in the heated argon is much larger for the T-
162 pebbles than for the HD and the SSA-995 pebbles. The 
latter pebbles have no abrasion, cracking, and melting 
throughout the bed after ten blowdown cycles (total heating 
time is about 200 hr). Therefore, the SSA-995 pebbles show 
high thermal resistance even when they are exposed to high-
temperature combustion gas as high as 1900°C, and the HD 
pebbles show high thermal shock resistance at the bottom of 
the bed where pebbles are cooled abruptly by the cold argon. 
Since the SSA-995 pebbles are of higher alumina purity and 
thus more expensive than the HD pebbles, we can divide the 
bed into two layers: the SSA-995 pebbles in the upper part of 
the bed and the HD pebbles in the lower part of the bed. 

Conclusions 
A pebble bed regenerative heat exchanger for heating argon 

by propane combustion gas is installed and tested. The 
maximum temperature at the top of the bed is 1850°C and 
that of argon at the exit of the heat exchanger is 1600°C. The 
one-dimensional heat transfer analysis correctly explains the 
changes of the temperature distribution in the bed during the 
heating and the argon blowdown periods. The isostatically 
pressed high-purity alumina pebbles with zero porosity 
demonstrated good properties as the heat storage material. 
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Introduction 
The transient response of heat exchangers is required for 

process control applications. The purpose of this note is to 
give, for the parallel-flow heat exchanger, the exit fluid 
temperature histories that are obtained in response to a unit 
step increase in the entrance temperature of either fluid. The 
solutions given are restricted to exchangers in which the dwell 
or residence times of the two fluids are equal or, alternatively, 
to exchangers in which both fluids are gases. 

Differential Equations 
The exchanger analyzed, shown schematically in Fig. 1, 
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Fig. 1 Schematic of the parallel-flow heat exchanger 

1 The capacitance rates (wc)0 and (wc)b of the two fluids 
are uniform and constant as are the thermal conductances 
(HA)a and (hA)b, the thermal capacitance WC of the ex­
changer core, and the flow velocities ua and ub. 

2 No heat is conducted in the axial direction in either the 
exchanger core or the two fluids. 

3 The core wall offers no thermal resistance to flow of heat 
from one fluid to the other. 

4 No heat passes into or through the exchanger shell or 
shroud. 

Three partial differential equations suffice to define the 
behavior of the exchanger. An energy balance on an elemental 
length of the exchanger core gives the first equation. 

WC~ =(hA)a(ra-at 
T) + (hA)b(rb~T) (1) 

The remaining two equations relate the heat flow from the 
core element to the change in temperature of the two fluids. 

" 3T„ dr„ 
(hA)a{T-~Ta) = L(Axpc)a 

(hA)b(T-rb) = L(Axpc)b 

dt 

dr, 

+ u„ dx J 

OTb dTb "1 

(2) 

(3) 

R = (hA)b/(hA)a, + (hA)b. 

These three equations will be written using the following 
dimensionless variables and parameters. 

8 = {t~x/u„)[{^c)mm/WQ,X=x/L,E = (wc)b/{wc)a 

•NFU^(WC)m[n\JhA)„ 

V = [(wc)mm/WC](L/ub-L/ua), 

Na=(hA)a/(wc)a,Nb = (hA)b/(wc)b 

The capacitance rate (vfc)min is the lesser of (wc)a and (wc)b. 
The parameters Na and Nb are not independent of Ntu, E, 
and R. From the definitions of the five parameters, 

Na =ENtu{\ +R)/R,Nb =Mw(l +R),(E<1) (4) 

Na=Ntu{\ +R)/R,Nb = Ntu(\ +R)/E,(E> 1) (5) 

Introduction of the variable 8 requires a change of variable 
in equations (1), (2), and (3). With the change of variable and 
the continuity relations, (wc)a = (pcAx)aua and (wc)b = 
(pcAx)bub, the equations become, 

8T (1+R) 
= Ntu „ (T„ R 

Na(T-ra) = 

T) + Ntu(l+R)(Tb-

dra 

~b~x 

T) 

b "' QX dd 

(6) 

(V) 

(8) 

The solutions of these equations, with V = 0, are found for 
a unit step increase of the inlet temperature of fluid a: ra = rb 

= T = 0 for 6 < 0 and ra (x = 0) = 1 and r6 (x = 0) = 0 for 
8 > 0. The parameter Kwill be zero if the two flow velocities 
are equal. If both fluids are gases then, typically, the absolute 
value of V will be very small ( £ 0.01) and can be equated to 
zero whether or not the gas velocities are equal. The times 
Llua and L/ub for liquids can be generalized (consider only 

the axial components of ua and ub) to the dwell or residence 
times of an average particle of fluid in the exchanger. Thus in 
a baffled exchanger replace L/ua andL/Mj, by the dwell times 
which must be the same for both liquids. Either fluid can be 
fluid a which is always the stepped fluid. 

The value of T„ at 6 - 0 can be found by following the first 
cross-sectional fluid a lamina which enters at t = 0 and x = 0 
with a temperature of unity and flows through the core with a 
velocity ua. This first lamina sees the wall at zero tem­
perature. Therefore its temperature, from equation (7), is exp 
(~Na x/L). The exit temperature, f„, of fluid a [fa = T„ {x = 
L)] is thus zero for t < L/ua {8 < 0) and jumps to exp (-Na) 
when t = L/ua (8 = 0). The time L/ua is the delay in the 
response of the fluid a exit temperature. The exit temperature 
fb of fluid b [fb = Tb (x = L)] has no discontinuity in its 
response but does have, with ua = ub, the same delay time. 
For gases the delay time L/ua (and L/ub) will be found to be 
small compared to the duration of the transient and can be 
ignored. 

Solution of the Equations 
For brevity of notation define r/ = 6 Ntu (1 + R)/R so that 

equation (6) simplifies to: 

~=(Ta~T)+R(Tb-T) (9) 
01) 

The Laplace transforms of equations (7), (8), and (9) (with 
V = 0) are taken with respect to rj using 5 as the Laplace 
parameter. The Laplace transform of the resultant equations 
is then taken with respect to X using p as the Laplace 
parameter. The equations so obtained are solved for the 
double Laplace transforms, rasp and rbsp, of T„ and rb. 

Nb+p(\+R) + s(p+Nb) 

Th 

s[s(p+Na)(p + Nb)+p(R(p+Na) + (p+Nb))] 

Nb 

(10) 

(11) 
s[s(p + Na)(p + Nb)+p(R(p + N„) + (p + Nh))] 

The inverse transforms with respect to s can be found using 
standard Laplace transform tables. 

Nb/(l+R)+p 
-G„ 

'{>*"-£?) 
Nb/(l+R) 

Tbp: 

N„+NaR 

R 
In these two equations 

G
 N" 
" p(p(l+R)+NaR + Nb) 

Na~Nb 
P ip + Na)(p{\+R) + RNa+Nb) 

e P+Na e P + Ni> 

_ i p _ iRp 

e P + ~ 0 e p + Nh 

(12) 

(13) 

(14) 

(15) 

The inverse transforms G and L of Gp and Lp can be found 
using Table 1 of [1] and the convolution integral. The 
following expressions for G and L are for X = 1. 

Nh 
i[R(l + E) 

R-E 

(\+R) 

H0(r,,Na(l'"))H( ( 
VR(1+R) Nh(R-E)v 

\ R-E \+R 
\dv (16) 
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Fig. 2 Complements of the normalized responses 

L=N„e ^ r E-R 
lE(l+R) \: 

Nh(\+E)v 

H0(vR,Nb(l-p)) 

(VE{\+R) Na{E-R)v\^ 
H°\-£^R->-E(^W)dV 

\Qe ] + R H0(vR,Nb(l-u))K0 

'y(l+R)E Na{E-R)v 

• E-R ' E(\+R) H (17) 

When E = R or equivalently when Na = Nb, the term L is 
zero and 

G= ^ j Q ffQ(r,,Na(l - v))B{vR,NhV)dV,(E = R) (18) 

The exit fluid temperature responses are: 

TB = taao-G-L 

fi, = Thoo-G 

(19) 

(20) 

The terms faoo and fboo are the steady-state responses 
( 0 - 0 0 ) . 

_ W f t( l+£) 
I +R 

l-e 
Tba 

and 

It can be shown that 

\+E 

. = l-Erh 

Tba,(Ntu,E) = -—fbc E •K4-) 

(21) 

(22) 

(23) 

0 .05 

Fig. 3 Complements of the normalized responses 

When E < 1, fA„ is the thermal effectiveness of the ex­
changer. 

The functions H0(u, v), KQ(u, v) and B(u, v) are well known Numerical values of the functions can be found using their 
[2,3,4]. series expansions (see equations A(10) and A(ll) of [1]). 

Fig. 4 Complements of the normalized responses 

Kn(u,v)= [ V < " + ">/0(2VW)7)G^ (24) 

H0(u, v)-Kn(u,v) = B(u,v) = e-l"+")I0(2*Jnv) (25) 

70 is the modified Bessel function of the first kind, zero order. 
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Results of Calculation 
With V = 0, the exit fluid temperature responses fa(6) and 

fb(d) are functions of three parameters: Ntu, E, and R. 
Figures 2, 3, and 4 show typical responses computed for 
several values of these parameters. The responses are nor­
malized by dividing them by their final values to give f„/f800 

and fb/fba, which approach unity as 6 increases. 
The numerical work shows that 

(d,Ntu,E,R) = — (B,Ntu,\/E,\/R) (26) 
' b'x ' b<* 

The parameters E and R are reciprocals when first one fluid of 
an exchanger is stepped (is fluid a) and then the other fluid is 
stepped (is now fluid a). Equation (26) thus shows that the 
normalized response of the unstepped fluid (fluid b) will be 
the same irrespective of which fluid of an exchanger is 
stepped. Combining equations (23) and (26) gives 

fb(6,Ntu,E,R) = T^(0,Ntu,\/E,\/R) (27) 

This equation indicates that the responses of the unstepped 
fluids differ only by the factor E when first one fluid of an 
exchanger is stepped and then the other is stepped. The in­
terpretations of equations (26) and (27) have been found to 
apply to the counterflow exchanger [5] and the crossflow 
exchanger [1], Therefore it seems evident that the in­
terpretations apply to exchangers of all configurations. 

For E = 0 and for E = oo the responses, equations (19) and 
(20), reduce to solutions given by Myers, Mitchell, and 
Lindeman [6] for exchangers having an infinite capacitance 
rate fluid (or, equivalently, for exchangers having one fluid at 
uniform temperature). 

Figure 5 compares the responses for gas-to-gas (V = 0) 
counterflow [5], crossflow [1], and parallel-flow heat ex­
changers with E = 1, R = 1, and Ntu = 1 and 4. The dif­
ference between the responses should vanish as Ntu becomes 
small. For Ntu = 1, Fig. 5 shows little difference between the 

responses. For Ntu = 4 the responses are quite different with 
the 90 percent response slowest for the counterflow exchanger 
and fastest for the parallel-flow exchanger. 
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Computer Implementation, Accuracy, and Timing of 
Radiation View Factor Algorithms 

A. B. Shapiro1 

The three-dimensional finite element thermal analysis of 
enclosure radiation problems requires the calculation of the 
geometric surface to surface radiation view factor. The 
geometric view factor between two isothermal, black-body, 
diffusely emitting and reflecting surfaces (Fig. 1) is 

• = - [ f 
" A, J-4/ U, 

cos |8, cos (5j dA,dAj 
(1) 

If the two surfaces Af and Aj are divided into n finite sub­
surfaces^,: /= 1, 2 , . . . , nandAj-.j=\,2, . . . ,n, equation 
(1) may be approximated by 

, n n 

F„=-r-
cos j8,- cos jij A j Aj 

1i i = i j=\ irrfi 
(2) 

This computational scheme is used in the computer codes 
[1-3] if shadowing surfaces exist. 

The area integrals in equation (1) can be transformed to line 
integrals by using Stokes' theorem [4], The result is 

F„ = -—— (D CD (In r dx, dxj 
lirA, J C, J Cj 

+ In r dy, dyj + In r dzr dzj) (3) 

If the two contours C, and C, are divided into n finite straight 
line segments 

£>,•:/= 1,2, . . . ,nand Vj-j= 1,2, . . . ,n 

equation (3) may be approximated by 

F,,= 
1 

2TTA, / = 1 J= 

£ Ti^ruv.-Vj (4) 

Mitalas and Stephenson [5] present a method by which one 
of the integrals in equation (3) can be integrated analytically. 
If the surfaces / a n d / a r e quadrilaterals, the result is 
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the 90 percent response slowest for the counterflow exchanger 
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F„ = -—— (D CD (In r dx, dxj 
lirA, J C, J Cj 

+ In r dy, dyj + In r dzr dzj) (3) 

If the two contours C, and C, are divided into n finite straight 
line segments 

£>,•:/= 1,2, . . . ,nand Vj-j= 1,2, . . . ,n 

equation (3) may be approximated by 

F,,= 
1 

2TTA, / = 1 J= 

£ Ti^ruv.-Vj (4) 

Mitalas and Stephenson [5] present a method by which one 
of the integrals in equation (3) can be integrated analytically. 
If the surfaces / a n d / a r e quadrilaterals, the result is 

University of California, Lawrence Livermore National Laboratory, Liver-
more, CA 94550 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division May 16, 
1984. 

730 / Vol. 107, AUGUST 1985 Transactions of the ASME 
Copyright © 1985 by ASME

  Downloaded 18 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 1 This sketch illustrates the symbols used in equations (1-4) to 
calculate the view factor Fu 

[Sq, m q , n q : 

Fig. 2 This sketch illustrates the symbols used in Mitalas and 
Stephenson's contour integration method, equations (5) and (6), to 
calculate the view factor F/j 
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Fig. 3 An operation count showed that 114n4 +86n 2 and464n2 + 24n 
operations are required for the AI and LI methods, respectively; the LI 
method is faster than the AI method for n > 2 
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where S, T, U, <t>, and o are functions of v and 

<*>(p,q) = lplq+mpmq+npnq (6) 

The symbols are defined in Fig. 2. Dividing each of the four 
line segments Cp into n finite straight line segments vt•: j = 1, 
2 , . . . , n, equation (5) may be approximated by 
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Fig. 4 An operation count showed that 464n2+24n and 864n + 288 
operations are required for the LI and MS methods, respectively; as a 
result of vectorization of the LI method by the CRAY compiler, the LI 
method having more operations is faster than the MS method for n < 18 
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Fig. 5 The line integration methods, LI and MS, are significantly more 
accurate than the area integration method AI. The MS method having 
one of its line integrals performed analytically is more accurate than 
the LI method. 

F;j = ——- £ £ $(p,q) E KTcos <t> In T 

+ Scosd\nS+Uw-R)\Vj\]p,q (7) 

The computational schemes represented by equations (2), 
(4), and (7) will subsequently be referred to as the area in­
tegration method (AI), line integration method (LI), and the 
Mitalas and Stephenson method (MS), respectively. The 
surfaces between which view factors are being calculated are 
plane quadrilaterals. Methods LI and MS require a sub­
division of the contour of the quadrilateral while method AI 
requires a subdivision of the surface area. Dividing each of 
the four line segments forming the quadrilateral into n 
divisions results in a total of An nodes around the contour and 
n2 nodes for the surface area. Operations counts for the three 
methods are: 

AI method 
LI method 
MS method 

114«4 + 86«2 

464«2+24« 
864H + 288 

Timing studies (Fig. 3) show that the LI method is faster than 
the AI method for n>2. Coding of the LI method results in 
FORTRAN DO loops which are vectorized by the CRAY CFT 
[6] compiler. As a result of vectorization, the LI method 
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having more operations is faster than the MS method for n < 
18. Timing studies for the LI and MS methods are presented 
in Fig. 4. 

The accuracy of the three methods is compared in Fig. 5. 
The line integration methods LI and MS are significantly 
more accurate than the area integration method AI. The MS 
method having one of its line integrals performed analytically 
is more accurate than the LI method. However, based both on 
accuracy and execution time, Sparrow's LI method is superior 
to the MS method for n < 7. 
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Radiation Transfer in an Isotropically Scattering Solid 
Sphere With Space Dependent Albedo, w(r) 

S. T. Thynell1 and M. N. Ozisik1 

Introduction 

There are several studies available in the literature [1-3] 
that have considered the problem of radiative transfer in an 
absorbing, emitting, isotropically scattering sphere with a 
uniform albedo. However, only a limited number of works 
are available that have considered the effects from a spatially 
varying albedo [4]; such problems have numerous engineering 
applications. In such problems, it is of interest to determine 
the effects of variation of albedo within the medium on the 
radiative heat transfer. 

Analysis 

In this work, we solve the problem of radiation transfer in 
an absorbing, emitting, isotropically scattering, 
nonhomogeneous sphere, having a reflecting and emitting 
boundary surface, and energy sources within the medium. For 
a solid sphere of optical radius R, with constant extinction 
coefficient (3, the mathematical formulation of the problem is 
written as 

dHr,n) , ( 1 - M 2 ) a / ( / » 

dr + 

= Q(r) + 

dp 

«{r) 

+ /(/•,**) 

j 7(r,/A')d/x' (la) 

forO <r<R, - 1 < ^ < 1 
2 T^ 

Here r is the optical variable, //. is the cosine of the angle 
between the radial coordinate and the direction of the 
radiation intensity, and Q(r) is a source term. If the source 
term is due to the temperature of the medium, it is given by 
Q{r) = [1 - <d,r)\n2o-T*{r)/ir, where n is the refractive index of 
the medium and a is the Stefan-Boltzmann constant. In 
addition, the functions f(ix) and e^aT4/^ represent, 
respectively, radiation intensities of externally incident 
radiation and emission from the boundary due to its tem­
perature. Here e is the emissivity, and p0 and p, are the diffuse 
reflectivities of the outside and inside boundary surfaces, 
respectively. 

We define the incident radiation I(r) as 

/w=j; Hr,n)d(i 

\ I+(r,ii)dix+\ r(r,-fi)dix 
Jo Jo 

(2) 

where 7+ (r,^,) and I~ (r, - /it) are, respectively, the forward 
and backward radiation intensities. By solving formally for 
/+(r,fx) and I~(r, -/x) in equations (1) and subsequently 
introducing these quantities into equation (2), we obtain the 
following integral equation for I(r) 

rI(r) = rB(r) + I.'[ 
u(x) 

I(x) + Q(x) lEiO'-x\) 

-El(r+x) + p,£rD(r)xD(x)]xdx (3) 

where B(f), £, and D(r) are defined in the Appendix, and E„(x) 
denotes the exponential integral function. We now assume 
that the albedo and the source term are represented by 
polynomials in the form 

CO(T-) = Y i D k rk and Q(r) = ] [ ] « / f or 0 < r < R (4fl,6) 

where the Dk's and a,'s are known coefficients. To solve this 
problem, I(r) is represented in a power series 

1(f) = YJ c » r " forO<r<.R (5) 

where the C„'s are the unknown expansion coefficients. The 
Galerkin method [5] is now applied to yield a system of N+ 1 
linear algebraic equations for the N+ 1 unknown expansion 
coefficients C„, written in a matrix form as 

lbmJlC„) = ldm],m,n = 0,l,. . . ,N (6) 

where the elements of the coefficient matrix [b„h„] and 
column vector {d,„} are computed from 

_ R»'+»+2 l £, 
b,„ „ z r i ( E)k(Tnh„+k+[ +pj S-V,„ V„+ic+t) 

m + n + 2 

dm=psm
1K*Vm 

{la) 

+ 2 
. . . . 

Jo Jo 
K[n0(r,ix)]cosh(rix)e -C(R,r,,i) di*r'" + idr 

+ 2pl\>oI(R,lx')n'dn',li>0 (lb) 
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+ T,al(T,„,l+i+PdV,„Vul) (7b) 

with Tjj and V, being definite integrals defined in the Ap­
pendix and for which analytic expressions are available [6]. 

Once the C„'s are obtained from equations (6), the forward 
and backward radiation intensities are determined, respec­
tively, from 
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having more operations is faster than the MS method for n < 
18. Timing studies for the LI and MS methods are presented 
in Fig. 4. 

The accuracy of the three methods is compared in Fig. 5. 
The line integration methods LI and MS are significantly 
more accurate than the area integration method AI. The MS 
method having one of its line integrals performed analytically 
is more accurate than the LI method. However, based both on 
accuracy and execution time, Sparrow's LI method is superior 
to the MS method for n < 7. 
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with Tjj and V, being definite integrals defined in the Ap­
pendix and for which analytic expressions are available [6]. 

Once the C„'s are obtained from equations (6), the forward 
and backward radiation intensities are determined, respec­
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Table 1 Effects of spatial variation of albedo, u(r), on hemispherical 
reflectivity of a sphere with transparent boundary 

eff 
to (a), where 

a = r/R 

R = 0.1 

Reflec. NT 

R = 1 

Reflec. NT 

R = 10 

Reflec. NT 

0.1 

0.5 

0.9 

2a/15 
0.1 

0.2 - 2a/15 
0.4 - 6a/15 

10a/15 
0.2 + 6a/15 
0.4 + 2a/15 

0.5 
0.6 - 2a/15 
0.8 - 6a/15 
1 - 10a/15 

0.6 + 6a/15 
0.8 + 2a/15 

0.9 
1 - 2a/15 

0.88781 
0.68774 
0.88767 
0.88755 

0.93607 
0.93594 
0.93584 
0.93580 
0.93576 
0.93569 
0.93565 

0.98682 
0.98678 
0.98677 
0.98676 

Linear Variation in Albedo 

2 
2 
3 
3 

3 
3 
2 
2 
2 
3 
3 

2 
2 
2 
2 

0.33999 
0.33687 
0.33386 
0.32820 

0.55957 
0.55205 
0.54532 
0.54226 
0.53941 
0.53441 
0.53038 

0.88384 
0.87947 
0.87801 
0.87707 

5 
5 
4 
4 

6 
5 
6 
6 
4 
5 
4 

3 
3 
4 
4 

0.03719 
0.-02944 
0.02194 
0.00765 

0.24825 
0.21454 
0.18431 
0.17032 
0.15701 
0.13221 
0.10955 

0.70960 
0.59381 

0.54629 
0.50431 

16 
14 
12 
11 

13 
15 
15 
14 
14 
15 
16 

13 
10 
16 
13 

0.1 

0.5 

0.9 

a/30 + a2/8 
0.4 - a/2 + a2/8 

4a/15 + a2/2 
0.4 - 4a/15 + a2/2 
0.6 - 8a/15 + a2/2 
1 - 16a/15 + a2/2 

0.8 + a/30 + a2/8 
1 - 7a/30 + a2/8 

Quadra 

0.88786 
0.88759 

0.9362 2 
0.93595 
0.93585 
0.93571 

0.98679 
0.98677 

3 
3 

3 
3 
3 
2 

2 
2 

tic Variation ir 

0.34185 
0.32982 

0.56871 
0.55292 
0.54619 
0.53534 

0.88044 
0.87755 

5 
3 

4 
5 
5 
4 

3 
4 

Albedo 

0.04283 
0.01261 

0.30157 
0.22697 
0.19559 
0.14167 

0.62703 
0.53046 

17 
9 

13 
16 
15 
20 

10 

11 

I+(r,lA.) = IB(r,li)e 

N K 

S0(r,fi) 

+ 1 E Lc„Dl<[\lX,l+k(r,ri + \2*X++k(r,l)] 
n=0 k = 0 

L 

+ E a,[\lX?(r,li) + \2*Xl+ (/-,!)], ^ 0 (8o) 

and 

. N K 

+ : E E c « A [ X l X , 7 + , ( ^ ) + X2*X-+,(r,l)] 
« = 0 A- = 0 

L 

+ £a,[X1* /-(/-,/*) + X2**,-(/•,!)],/*:»<) m 
where 

IB(r,ix)^K[^(r,ix)} + p^R2[K* 

. N K L 

+ --, E E C„Dk*X^k(R) + E a,*Xr (*)]. (9) 
1 n=0 A- = 0 / = 0 

Here the functions S0(r,^)t X,, X2, Xf(r,n), *Xf= (/-,/n), 
*Xf (r), K[p0(r,ii)],n0(r,n), and K* are defined in the Ap­
pendix. 

Knowing the forward and backward radiation intensities, 
the forward and backward radiation heat fluxes, q + (r) and 
q~(r), are, respectively, determined from 

qHr) 
2TT 

-QHr) 

1 

L n = 0 k=0 1 = 0 

(10a) 

and 

2TT 
= Qa(r) 

+ i E E C,,Dk*X~+k(r)+ EaSXrir) 
Z „ _ n ; . _ n / - f l 

(106) 

Table 2 Exit distribution of radiation intensity for a sphere subjected 
to an isotropic irradiation of unit strength for different u(r) and optical 
radii 

R 

0.1 

1 

10 

e 

0 
15 
30 
45 
60 
75 

0 
15 
30 
45 
60 
75 

0 
15 
30 
45 
60 
75 

w(r) - 2r/3R 

lf(R,p) 

0.8766 
0.8883 
0.9112 
0.9370 
0.9610 
0.9816 

0.3405 
0.3696 
0.4382 
0.5375 

0.6615 
0.8087 

0.1890 
0.1929 
0.2053 
0.2290 
0.2700 
0.3469 

NT 

3 

10 

19 

u(r) = 0 

I+(R,u) 

0.9055 
0.9085 
0.9173 
0.9317 
0.9509 
0.9741 

0.4105 
0.4202 
0.4511 
0.5085 
0.6036 
0.7557 

0.1287 
0.1313 
0.1396 
0.1554 
0.1829 
0.2380 

5 

NT 

3 

9 

16 

u(r) - 1 - 2r/3R 

I+(R,p) 

0.9352 
0.9292 
0.9236 
0.9264 
0.9409 
0.9666 

0.5066 

0.4877 
0.4700 
0.4818 
0.5485 
0.7051 

0.0826 
0.0842 
0.0892 
0.0986 
0.1150 
0.1504 

NT 

5 

10 

19 

Qt{r)=\oK[lxQ(r,lx)]e-so^^^ + p^R1Ht{r)[K* 

+ iT,T, cnDk *xt+k(R) + E « w (*)] en) 
Z « = 0 * = 0 1 = 0 

and the function Hf (r) is defined in [6]. 
Finally, the incident radiation is given by 

/•/(/•) = rB(r) 

. N K 

+ ^ E ECnDklT„+k + [(r) + p^rD(r)Vll+k+[} 
1 n = 0 A- = 0 

L 

+ ^a,[Tl+l(r) + p^rD(r)Vl+i] (12) 
1 = 0 

where the function /*,(/•) is given in the Appendix. At the 
origin of the sphere, equation (12) reduces to 

I(0) = (Ko+PiW2K*)2e~R 

N K 

+ E HcnDk[T„+k + i{R) + pde~RVn+k + A 

+ 2 E « , [ r / + 1 ( t f ) + p,£e- ' ?K / + , ] (13) 

where 

r / i 
K0 = lim K[/i0(r,n)] and T/(R) = xj~ le~*dx (I4a,b) 

r-0 JO 

Results and Discussion 

To illustrate the application of the previous analysis, we 
consider a solid sphere subjected to an isotropic incident 
radiation of unit intensity (i.e., f{ix) = 1). 

To examine the error introduced by the assumption of a 
uniform albedo, we present in Table 1 our converged values 
of the hemispherical reflectivity for the case of isotropic 
incident radiation of unit intensity for various spatial 
distributions of albedo and optical radii. In this table, NT 
represents the number of terms needed to achieve a five-digit 
accuracy. For comparison purposes, we define the 
corresponding effective uniform albedo, ojeff, as 

where 
c f f = f co(r)r2dr/(R3/3) (15) 
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An inspection of Table 1 reveals that for R < 1, only a small 
error is involved by assuming a uniform albedo. For example, 
for w(r) = 0.5, co(r) = 1 -2/73/? and R = 1, the error is only 
2.2 percent. However, for larger optical radii the spatial 
distribution of albedo has a significant effect on the reflec­
tivity. For example, in the case R = 10 the reflectivity is 
overestimated by 55.5 percent if a uniform albedo w(r) = 0.5 
is used in the calculations instead of an actual variation of 
albedo o>(r) = 1 -2/73/?. The reason for this difference results 
from the fact that the region near the surface has lower 
scattering with co(r) = 1 — 2/73/? than for a uniform albedo. 
As a result, more of the incident radiation is reflected back 
with the uniform albedo. 

Table 2 shows the angular distribution of intensity at the 
boundary for the case of isotropic incident radiation of unit 
intensity with no sources within the medium. The results are 
given for three different spatial variations of albedo in the 
form w(r) = 2/73/?, w(r) = 0.5, and w(r) = 1-2/73/?, and for 
three different optical radii /? = 0.1, 1, and 10. For smaller 
optical radii (i.e., R = 0.1), the results obtained by using the 
average value of albedo are very close to those including the 
spatial variation of albedo. On the other hand, with larger 
optical radii (i.e., R = 10), a significant error is involved in 
the angular distribution of radiation intensity if an average 
value of albedo is used. 
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A P P E N D I X 

Functions appearing in equations (3, 7-14) 

B(r) = pl£R1K*D(r) 

+ \ K[fi0(r,li)]cosh(rix)e~CiR-r-f')diJ. (Al) 

{ = 2(1 - p . x * ) - ' / / ? 2 ; x* = [1 -e-2"(l +2R)]/(2R2) (A2.3) 

K* = ( Kbte-Mi'iidK K{ii) = (1 - p 0 ) / 0 0 + e "-^~ (A4,5) 
Jo % 

r(i+/?> 
D{r) = [ i - - sinh(r) + cosh(/-) 

R2-r2 

2r 
[/?,(/? + /•)-£,(/?-/•)] 

IH){r,li) = [\-{r/R)2{\~p})Y>2; 

(A6) 

(A7) 

C(R,r,n) = [R2 -r2(l -ix2)],/2 

S0(r,ix) = r/x + R/j,0(r,fj.y, X, = 1, X2 =0 for p,< 1 

X, =0, X2 = 1 for p.— 1 

Integrals appearing in equations (7-12) 

T„,n=\ [El(\r-x\)-El(r+x)]x"dxr"'dr 
Jo Jo 

C c(«,/-,„) " 
*,f(Mt)= [t2+r2(l^^)]2e~^r"dt,p<l 

J =F/'p 

*X±(r,\)=± \ x"eTr±xdx+ [ x"eTr~xdx, p.= \ 

*X^{r)=\jo*Xff{r,p.)pd,x; 

T„(r)= 1 [E,(\r-x\)-E,(r+x)}x"dx 

(A8) 

(A9,10) 

(All) 

(A12) 

(A 13) 

(A 14) 

(A15) 

(A 16) 

Analytic expressions are available in [6] for all of the integrals 
defined by equations (A12-A16), except for equation (A13) in 
the cases n = 1, 3 and for equation (A15) in the cases n being 
odd with / • < / ? . In the few cases when analytic expressions 
were not available, we used a 40-point Gaussian quadrature 
formula for approximating the integrals. We also have 

v„ = j o X"xD(x)dx=e— rr„+ 2(/?)-(i + R)rn+, 

R2 1 
- y T„{R)+-T„ + 2(R) 

1 "^ ( - i r ' ( n + l)!/?" + 2- ; 

(/?)] 

+ ^d+^)E 
J=\ 

( - iy + l («) ! /?" + | - - ' ' 

"(/- !)!(//+ W ) ! Tj(R) (A 17) 

In addition, by manipulating the formulas given in [7], we 
obtained the following expressions for Tmll and T„(r), which 
were used in the computations for R = 10 

(-l)" + l - 1 
T, , , ,1='"!«!^-

m + n + 2 

/?"" 
+ [ ( - 1 ) ' " + l ] D ( — ^ E,„+i + ,(R) 

+ K-1 ) " + 1 ] £ . T-Ell+l + i(R) 
jTo (m-j)\ 

" "^ RI„ + „-i-j r ( _ , y -,-j 

+ n'-L ff0 («-/)!(/+!) (m + n + 1-0 
(A 18) 

and 

T„(r) = n\[Ell + 2(r)[(-iy"-l] 

,4f,L (/,-;•)!(/+ 1) 

| R"-i[Eil2(R + r)-Ei,2(R-r)] 

( « - / ) ! ]] (A19) 
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Development of the Finite Analytic With Radiation 
Method 

T. F. Smith1 and S. S. Severin2 

Introduction 
Analyses of systems considering the simultaneous in­

teraction of conduction, convection, and radiation yield a set 
of nonlinear equations for the system temperature 
distributions. Any technique based on either analytical or 
numerical concepts that attempts to reduce these nonlinear 
effects with a reduction in the effort to obtain accurate 
solutions becomes attractive. One technique applied to solve 
fluid flow and convective transfer problems is the finite 
analytic method (FAM) developed by Chen and co-workers 
[1]. Results indicate that the FAM is an effective technique in 
reducing nonlinearities. Concepts associated with the FAM 
have yet to be applied to systems involving radiant exchange 
where highly nonlinear effects may be present. 

The objective of this study is to develop the FAM to systems 
involving radiation. The development of the finite analytic 
with radiation method (FARM) was initiated for a system 
consisting of an absorbing and emitting gray medium between 
two infinite, parallel black plates separated by a distance L 
and maintained at uniform temperatures T, and Tu. The 
medium is in local thermodynamic equilibrium and has a 
refractive index of unity. The medium is stationary, exhibits a 
constant thermal conductivity k, and has a constant ab­
sorption coefficient K. Conduction normal to the plates is 
included. Steady-state conditions prevail. One-dimensional 
temperature profiles for the medium exist normal to the 
plates. This system was selected for its simplicity and 
availability of results from other techniques [2-6]. There are 
presently no restrictions that prevent using the FARM for 
more complex systems involving real gases [7] with scattering, 
reflecting boundaries, heat generation, and multidimensional 
effects. This study attempts to develop the concepts sup­
porting the FARM and to establish the feasibility of the 
FARM. 

Analysis 

An energy balance on a differential slab of thickness dy 
states 

d2T 

dy1 (1) 

where the spatial variables is measured normal to the plate at 
T, and T is the medium temperature at position y. The 
volumetric net radiant energy leaving qr is given by 

dqa 
qr = 4KoT4~ 

dy 
(2) 

where the second term represents the divergence of the 
radiative absorption. The Stefan-Boltzmann constant is a. 
The boundary conditions are at y = 0, T = T, and at y = L, 
T = Tu. It is instructive to note that equation (1) also applies 
to the one-dimensional conduction within a fin where qr is 
related to the net radiant energy leaving the surface of the fin. 
The problem can be extended to nongray gases with particles 
by interpreting K as the total absorption coefficient and the 
second term in equation (2) as the total radiant absorption. 
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In preparation for the FARM, the slab layer is subdivided 
into M volume zones of thickness Ayh where / = 1 to M with / 
= 1 representing the volume zone adjacent to the plate at T,. 
The FARM begins by selection of a zone at yt and the ad­
jacent zones at >>,-_, and yi+\. For convenience, the /' - 1, /, 
and i + 1 zones are referred to as the S, C, and N zones with 
associated temperatures of Ts, Tc, and TN, The local spatial 
variable x is measured from the center of zone C in the 
direction of zone TV. Zone S is at x = — S where S is the 
distance between zones S and C. Likewise, zone N is at x = N 
where the distance between zones C and /Vis N. Two cases, 
namely, the sink case and the fin case, are examined for 
acquiring analytical solutions for the local subregion. 
Equation (1) is applicable to any point x within the subzonal 
pattern. 

For the sink case, qr is assumed to be a constant from zones 
S to N. Thus, equation (1) is analogous to a plane layer of 
thickness S + N with a uniform heat sink and boundaries at 
Ts and TN [8], and the analytical solution can then be found. 
Applying the local boundary conditions, setting x = 0 to yield 
the temperature at the center of zone C, and returning to the i 
subscripts give 

T-.-M + T^Si qrJ 
T, = - [SjNj+NjSf (3) 

(Ni+Sj) 2k{Ni+Si) 

where values of N,- and S, depend on the zone spacing. 
Equation (3) is also the finite difference form of equation (1). 
Thus, a distinct advantage of the FARM is not realized for the 
sink case in that it is comparable to analyses utilizing the finite 
difference method. As shown in equation (3), the net radiant 
energy term is taken at position^,-. 

For the fin case, the emission term is linearized [9] by T* = 
TZ

P T where TP represents the temperature at zone Cfrom the 
previous iteration. Substitution of equation (2) with the 
linearized emission into equation (1) yields 

d2T 4*oT* T= 1 dqa 

dx1 k k dy 

which is analogous to the one-dimensional fin equation [8] 
with heat generation as given by the right-hand term. This 
heat generation term is assumed constant within the interval 
of - S < x < TV. The following dimensionless quantities are 
introduced 

y T - kn 
•»=-;$= — ; N= T; Tn = KL; Q-1 L T„ AaT,} ° 4T0OT* 

Qa = 
dQa 

dt] 
(5) 

where A' is the conduction to radiation parameter, r0 is the 
optical depth based on the plate spacing, and Q is the 
dimensionless heat flux. The analytical solution is obtained in 
terms of Ts and TN and applied at x = 0 to yield the 
dimensionless temperature as given by 

s'mh BiNf+di+t sinh 5,Sf 

sinh Bi(Sf+N*j 

1 = r sinh B/Nt+ sinh BfSf 
(6) 

%J 

- (• 

Qa,i{ sinhS,(S*+/V*) 
1 

where/ = 1 to Mandfi,- = T 0 6>^ 2 / /V 1 / 2 . Values for the 
dimensionless distances Nf and S* can be inserted once the 
zonal pattern is specified. It should be noted that B must be 
updated for each iteration since it contains a temperature 
from the previous iteration. 

For the zonal analysis [9], the absorbed radiant flux is 

1 r i 

4r0Avi L jTi -1 
(V) 
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where sg and gg denote the dimensionless direct exchange 
areas for surface-to-volume and volume-to-volume radiant 
exchanges and depend on the optical depth. 

The conductive transfer for the lower plate is evaluated 
from the temperature gradient as found by differentiation of 
the local analytical solution and is given by 

Qc,= 
NU2e3

p'j 

T0 

6, coshff.QSf+TVD-f 

- sinhfl^Sf+iVf) " 

AT?,^ , I s inh5,(Sf+iVn 3 J 

(8) 

s i n h 5 , ( S f + ^ ) 
More accurate results are obtained by using the analytical 
expression for the temperature gradient than a finite dif­
ference form. The conductive wall heat flux contains the 
absorbed radiant energy term for zone 1. The dimensionless 
radiative transfer for the lower plate is 

4rQ 
7/ SuSj 

M 

i = l J 

(9) 

where ss and gs denote the dimensionless direct exchange 
areas for surface-to-surface and volume-to-surface radiant 
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Influence of number of zones on accuracy and computational 

exchanges. The conductive and radiative heat fluxes are added 
to yield the total heat transfer for the lower plate. Similar heat 
flux expressions are applicable for the upper plate. 

Equation (6) represents a system of simultaneous linear 
algebraic equations when the radiation terms are assumed 
known. These equations are rearranged into a tridiagonal 
coefficient matrix and are solved by an iteration scheme [7]. 
Within the iteration scheme, the new temperatures were 
adjusted using a relaxation factor a as follows: 0, = 9Pji + 
a(0„, — Opj) where the subscript n denotes the new tem­
peratures as evaluated from equation (6). 

Results and Discussion 
In order to verify that the FARM produces accurate results, 

a uniform zone spacing with the number of zones set at 51 was 
selected for the initial comparisons. Results for d for several 
combinations of N, dh and 6U were verified by comparing 
them to results of other investigations. In all cases, the present 
temperature results mirrored those previously presented. Wall 
heat fluxes were also compared to those reported previously 
and were found to exhibit a greater sensitivity than the 
temperatures to the values of the parameters. Thus, attention 
is directed to a comparison of wall heat fluxes. Emphasis is 
placed here on the lower wall heat flux. For the system under 
study, the lower and upper wall heat fluxes should be equal. 
The differences between the wall heat fluxes evaluated using 
the sink and fin cases are less than 1.4 and 0.2 percent, 
respectively. For the sink results, the conductive wall heat 
fluxes were computed with a finite difference expression for 
the temperature gradient. These differences, particularly for 
the fin case, are acceptable. 

Results for Qt for the sink and fin cases are displayed in 
Table 1 where dt = 0.5 and 6U = 1.0. Several results for the 
sink case, particularly when radiation dominates, diverged 
even when a = 0.1 was used. Smaller values of ce may 
produce convergence but were not selected since the number 
of iterations and computational times become excessive. Also 
shown in Table 1 are results from other studies [2, 5, 6, 9]. 
The percent difference between the various results and those 
of Crosbie and Viskanta are given in parentheses. For N = 0, 
the zone method and FARM use N = 0.00001, which may 
contribute to a portion of the cited errors for the pure 
radiation cases. The fin case errors are comparable to or in 
most cases smaller than those for the sink case. In view of this 
finding as well as the difficulty of achieving convergence for 
small values of N, future reference to the FARM implies the 
fin case and results for the sink case are not examined further. 

Table 1 Comparative results of dimensionless wall heat flux 

' o N 

0.1 10.0 
1.0 
0.1 
0.01 
0 

1.0 10.0 
1.0 
0.1 
0.01 
0 

10,0 10.0 
1.0 
0.1 
0,01 
0 

Crosbie S 
Viskanta 

[2 ] 

200.88 
20.880 

2.8799 
1.0799 
0.8585 

20.572 
2.5724 
0.7694 
0.5675 
0.5188 

2.1146 
0.3150 
0.1335 
0.1131 
0.1095 

Ratzel 8 
Howel1 

[5 ] 

200.89 (0.00) 
20.89 (0.05) 
2.889 (0.32) 
1.088 (0.75) 
0.8641(0.65) 

20.58 (0.04) 
2.580 (0.30) 
0.7758(0.83) 
0.5716(0.72) 
0.5210(0.42) 

2.1150(0.02) 
0.3150 (-) 
0.1336(0.07) 
0.1132(0.09) 
0.1096(0.09) 

Enoch, 
Ozi l , 8 
Birkebak 

[ 6 ] 

201.11 (0.11) 
20.91 (0.14) 

2.88 (0.00) 

20.590 (0.09) 
2.5720(0.02) 
0.7648(0.60) 

2.1120(0.12) 
0.3100(1.59) 

Zone 
[9] 

200.87 (0.00) 
20.880 (-) 
2.8799 (-) 
1.08 (0.01) 
0.8616(0.26) 

20.572 (-) 
2.5724 (-) 
0.7693(0.01) 
0.5673(0.04) 
0.5192(0.07) 

2.1156(0.05) 
0.3160(0.32) 
0.1343(0.60) 
0.1137(0.53) 
0.1104(0.82) 

Sink 

200.88 (-) 
20.879 (0.00) 
2.8792(0.02) 
1.0791(0.07) 
Oiverged 

20.570 (0.01) 
2.5697(0.08) 
0.7663(0.40) 

Diverged 
Diverged 

2.1142(0.02) 
0.3141(0.29) 
0.1308(2.02) 

Diverged 
Diverged 

FARM 
Fin 

200.88 (-) 
20.880 (-) 

2.8800(0.00) 
1.0799 (-) 
0.8618(0.38) 

20.572 (-) 
2.5724 (-) 
0.7695(0.01) 
0.5676(0.02) 
0.5201(0.25) 

2.1157(0.05) 
0.3161(0.39) 
0.1348(0.97) 
0.1147(1.41) 
0.1109(1.28) 

t Values cited are q/oT 

* FARM and zone use 0.00001 
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The FARM results are in error by less than 1.5 percent, which 
occurs when T0 = 10.0 and N = 0.01. Furthermore, except 
for the Ratzel and Howell results and the zone results at T0 = 
10.0, the FARM yields smaller errors than those from the 
other cited studies. 

The FARM results were also compared to the finite-element 
technique of Fernandes et al. [4]. For T0 = 1.0 and N = 0.05 
Fernandes reported the heat flux to be 0.670 and-0.6647 for 
Crosbie and Viskanta. These values vary by 0.80 percent. The 
FARM gives 0.6648 for this heat flux or a 0.02 percent dif­
ference with [2]. On the basis of these comparisons, it appears 
that the FARM is an attractive solution scheme. 

The computational time of a solution scheme is also of 
importance when evaluating a numerical technique. A 
comparison of the FARM with the results of Chawla and 
Chan [3] was also made. Chawla and Chan cited a 3.9 percent 
error with Crosbie and Viskanta when T0 = 10.0 and N = 
0.01 using the recommended number of intervals. It is also of 
interest to note that Chawla and Chan reported an IBM 
370/195 Central Processing Unit (CPU) time of 396 s to 
compute all the results for the five values of N as cited in 
Table 1 when r0 = 10.0. Starting with a linear temperature 
profile for each of the five values of N with T0 = 10.0, the 
CPU time on a PRIME 850 computer system is 117 s for the 
FARM when the optimum values of a as discussed later are 
used. It has been noted that the IBM system is 6.25 times 
faster than the PRIME for a FORTRAN benchmark program 
[10]. For the system under study, the FARM is considerably 
faster than the method developed by Chawla and Chan. 

A parameter that influences the accuracy, computer storage 
requirements, and computational times is the number of 
zones. To examine the effects of this parameter, the percent 
errors of wall heat fluxes from the FARM relative to those of 
Crosbie and Viskanta [2] are shown in Fig. 1 as a function of 
M for T0 = 1.0 and TV* = 0.01. The FARM results for 11 zones 
vary from those of Crosbie and Viskanta by 0.23 percent. 
A rapid improvement in accuracy is seen for M = 31. A 
further increase to 81 zones yields "exact" results. The usage 
of more zones increases the CPU time as depicted in Fig. 1. 
These results are based on using the pure conduction tem­
perature profile as the initial profile. It is observed that a 
larger number of zones results in a disproportionately higher 
CPU time without a significant improvement in accuracy. The 
improvement in accuracy from 11 to 31 zones is accomplished 
at the expense of increasing the CPU time by only 5 s. 

In addition to M, the spacing of the zones may influence the 
findings since it may be advantageous to place more zones 
near the walls where larger temperature gradients are ob­
served. Several nonuniform zone spacings were examined. 
For the present time, there appears to be no advantage in 
using nonuniform zone spacing. 

The ranges of a over which convergence is achieved are 
illustrated in Table 2. These results are based on a uniform 
zone spacing with M = 51. Results for values of a < 0.1 were 
not acquired in view of the excessive number of iterations. For 
values of a greater than those reported, divergence of the 
iteration scheme occurs. It is of interest to note that 
overrelaxation where a > 1 is possible when radiation effects 
are weak. In addition, the optimum value of a that yields the 
minimum number of iterations is displayed along with the 
number of iterations. The optimum value of a occurs toward 
the upper limit of the range and is not the largest possible 
value in the range. A sharp increase in the number of 
iterations occurs at the end of the range before divergence 

Table 2 Results for relaxation factor 
T W Relaxation Optimum Optimum 
0 Factor Relaxation Number of 

Range Factor Iterations 

0.1 

1.0 

10.0 

10.0 
1.0 
0.1 
0.01 
0.00001 

10.0 
1.0 
0.1 
0.01 
0.00001 

10.0 
1.0 
0.1 
0.01 
0.00001 

0.1 
0.1 
0.1 
0.1 
0.1 

0.1 
0.1 
0.1 
0.1 
0.1 

0.1 
0.1 
0.1 
0.1 
0.1 

to 
to 
to 
to 
to 

to 
to 
to 
to 
to 

to 
to 
to 
to 
to 

1.90 
1.90 
1.90 
1.70 
0.60 

1.90 
1.90 
1.50 
0.92 
0.55 

1.90 
1.80 
1.20 
0.74 
0.54 

1.00 
1.00 
1.00 
0.90 
0.45 

1.00 
1.00 
0.85 
0.60 
0.39 

1.25 
1.50 
1.11 
0.72 
0.53 

2 
2 
3 
4 
4 

2 
4 
5 
10 
11 

4 
16 
51 
95 
134 

actually occurs. This behavior has also been reported by Shen 
et al. [9]. In general, the FARM displays a generous range for 
the relaxation factor and is a stable solution technique. Only 
when radiation dominates does the range tend to be limited. 
These characteristics are common in problems of high 
nonlinearity. 

Conclusions 
The finite analytic with radiation method that combines 

analytical solutions for a subregion with a numerical scheme 
has been developed for a system where conductive and 
radiative heat transfer occur simultaneously. Results from the 
method were acquired and compared to available values in 
order to establish the accuracy of the method. These com­
parisons illustrated that the method yields accurate results and 
produces results within acceptable computational times. The 
method is an attractive solution scheme and should be con­
sidered for systems similar to that studied here and examined 
for its appropriateness to more complex systems. 

References 
1 Chen, C. J., and Yoon, Y. H., "Finite Analytic Numerical Solution Ax-

isymmetric Navier-Stokes and Energy Equation," ASME JOURNAL OF HEAT 
TRANSFER, Vol. 105, No. 3, Aug. 1983, pp. 639-645. 

2 Crosbie, A. L., and Viskanta, R., "Interaction of Heat Transfer by Con­
duction and Radiation in a Nongray Planar Medium," Warme- unci Stoffiiber-
tragung, Vol. 4, 1971, pp. 205-212. 

3 Chawla, T. C , and Chan, S. H., "Solution of Radiation-Conduction 
Problems With Collocation Method Using B-Splines as Approximating Func­
tions," Int. J. Heat Mass Transfer, Vol. 22, 1979, pp. 1657-1667. 

4 Fernandes, R., Francis, J., and Reddy, J. N., "A Finite-Element Ap­
proach to Combined Conductive and Radiative Heat Transfer in a Planar 
Medium," Heat Transfer and Thermal Control, Progress in Astronautics and 
Aeronautics, Vol. 78, edited by A. L. Crosbie, AIAA, 1981, pp. 92-109. 

5 Ratzel, A. C , and Howell, J. R., "Heat Transfer by Conduction and 
Radiation in One-Dimensional Planar Medium Using the Differential Approx­
imation," ASME JOURNAL OF HEAT TRANSFER, Vol. 104, 1982, pp. 388-391. 

6 Enoch, I. E., Ozil, E., and Birkebak, R. C , "Polynomial Approximation 
Solution of Heat Transfer by Conduction and Radiation in a One-Dimensional 
Absorbing, Emitting, and Scattering Medium," Numerical Heal Transfer, Vol. 
5, 1982, pp. 353-358. 

7 Severin, S. S., "Development of the Finite Analytic With Radiation 
Method for a Plane Layer," M.S. thesis, Department of Mechanical Engineer­
ing, The University of Iowa, Iowa City, IA, 1984. 

8 Incropera, F. P., and DeWitt, D. P., Fundamentals of Heat Transfer, 
Wiley, New York, 1981. 

9 Shen, Z. F., Smith, T. F., and Hix, P., "Linearization of the Radiation 
Terms for Improved Convergence by Use of the Zone Method," Numerical 
Heat Transfer, Vol. 6, 1983, pp. 377-382. 

10 Pruess, R. R., Weeg Computing Center, The University of Iowa, Iowa 
City, IA, personal communication, 1984. 

Journal of Heat Transfer AUGUST 1985, Vol. 107/737 

Downloaded 18 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



An Experimental Study of Mixed, Forced, and Free
Convection Heat Transfer From a Horizontal Flat Plate
to Air'

M. C. Smith 2 and D. A. Haines. 3 The paper by Wang
described experiments in which a flat plate was heated
nonuniformly across the width of a wind tunnel, although the
data were treated as though the heating were uniform. A
description of the experiments noted that a central heater.
with a width of 40 percent of the channel width, was sup­
plemented by two guard heaters that were used to minimize
the transverse heat transfer. Transverse temperature details
were not given. Ordinarily this procedure is satisfactory for
convective heat transfer, and a number of studies have
produced acceptable results. Wang indicated that his data
could be used to verify theoretical criteria that determine the
conditions marking the onset of longitudinal vortex rolls in a
horizontal Blasius flow. These criteria, developed by Wu and
Cheng [14], apply to a flat plate heated uniformly and
isothermally from below or cooled isothermally from above.

This discussion is prompted by some recent findings of the
authors [15] investigating differential heating on a horizontal
surface. Our results indicate that vortices resulting from
differential heating do not appear to have the same structure
as those produced above a uniformly heated surface, e.g.,
Gilpin et al. [16]. In our study we performed experiments in
which a wind tunnel floor with test-section dimensions of 23
cm by 76 cm (height X width) contained a 2.5-cm-wide and
50-cm-long heating ribbon that was oriented parallel to the
airflow. The ribbon was heated to a temperature of about
250°C with air speeds ranging from 0.2 to 3.6 m/s. A hot
wire, coated with light oil to generate smoke, was oriented
normal to the airflow, 5 cm upstream of the ribbon's leading
edge and 0.1 em above the tunnel floor.

A mixed convection flow resulted as indicated by the
smoke. Figure 12 shows a typical cross section illuminated
through a vertical opening in the tunnel wall and
photographed by a downstream camera. This section was 15
cm downstream of the ribbon's leading edge. The vertical
smoke plume was located above the ribbon centerline. The
vortex pair resulted as the vorticity in the tunnel floor
boundary layer was rotated to a downstream direction due to
the buoyant forces. A significant inflow to the centerline of
the ribbon occurred from the adjacent flow. (With no ribbon
heating, the flow was characterized by a stable smoke pattern
stretching across the width of the tunnel floor.)

The vortex pair was evident for all wind speeds and also
over higher and lower ribbon temperatures. It is evident that

1By X. A. Wang, published in the February 1982 issue Of the JOURNAL Of
HEAT TRANSfER, Vol. 104, No. I, pp. 139-144.

2Mechanical Engineering Department, Michigan State University, E.
Lansing, MI 48823

JNorth Central Forest Experiment Station, USDA Forest Service, E. Lansing,
MI48823
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Fig. 1 Airflow over a heated metal ribbon generating a buoyant plume
and vortex pair

the vortex structure occurs over a range of mixed convection
flows and appears different from that considered by Wu and
Cheng [14] and Gilpin et at. [16]. Pertinent questions about
the vortices are those of circumstance, i.e., under what
conditions of Grashof number, Reynolds number, and
transverse temperature variation will this type of downstream
vortex pair develop? Also, how drastically will heat transfer
and/or surface temperature distributions be affected by the
vortices? Of course, the velocity profile of the boundary
layer, and particularly the boundary layer vorticity, add
another factor.

The authors feel that Wang's data, based on the experiment
description, are interpreted validly under conditions of
uniform heating. However, questions about vortex type posed
in this discussion may be germane to mixed flow experiments
and will depend upon the uniformity of plate heating. Thus,
at least in some instances, it appears important to describe
transverse temperature characteristics of the heated surface
and possible effects on the overlying vortex structure.
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Author's Closure

The flat plate in my experiment is heated electrically, and
usually it can be treated as constant flux heating. Although
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the temperature of the plate was not uniform in the 
longitudinal direction, it was fairly uniform in the transverse 
direction because of the use of two guard heaters. Two 
thermocouples were used to measure the transverse tem­
perature differences at two cross sections of the plate as 
described in the author's paper. The transverse temperature 
differences were less than 2°C for most of the tests. 

The experiment described by Smith and Haines is per­
formed by differential heating of a wind tunnel floor, and it 
appears to differ from the case of a Blasius flow calculated by 
Wu and Cheng. Therefore, it is not unexpected that the results 
of Smith and Haines differ from mine and those of Gilpin et 
al. 

Heat Transfer to Separated Flow Regions From a 
Rectangular Prism in a Cross Stream1 

G. Rajen.2 In a comprehensive and well-documented 
paper, McCormick, Lessmann, and Test have presented some 
interesting experimental results for the heat transfer to 
separated flow regions from a rectangular prism in a cross 
stream. In their work, they attempt to collapse pressure 
distributions and heat transfer in separated regions for 
various bodies onto universal curves. 

The constant pressure region in the results of McCormick et 
al. is about 60 percent of the reattachment length, while for 
other cases [17, 18,19] it is about 45 percent. 

McCormick et al. explain this as an Aspect Ratio effect. 
However, another explanation is also possible. It is well 
known that in regions of laminar separation and subsequent 
reattachment, the laminar separated layer undergoes tran­
sition to turbulence and then reattaches. The length of the 
constant pressure region in the separated zone corresponds to 
the length to transition of the laminar separated layer; this 
length to transition is easily affected by nonadiabatic wall 
conditions. 

The pressure distributions in [17, 18, 19] were for bodies 
which were at the temperature of the free stream. The body 
used in the tests of McCormick et al. had a wall-to-free stream 
absolute temperature ratio of 1.04. 

As has been shown by Macha and Shafa [20], in tests on a 
heated cylinder, nonadiabatic wall conditions can 
significantly affect separated regions. A theory proposed by 
Demetriades et al. [21] to predict the length to transition of a 
laminar separated layer takes into account a possible tem­
perature difference between the dividing stream line and the 
free stream. This theory is very effective in explaining the 
results of Macha and Shafa [20], as shown by Rajen [22]. 

If L, is the length to transition of a laminar separated layer 
with the wall at the temperature of the free stream Tx, and if 
L2 is the length to transition for a wall temperature T2 

(different from 7",), the theory of Demetriades et al. gives 

L2/L,=(T2/Tx)*" + » (2) 

where n is the exponent in the temperature viscosity law. 
Assuming the ratio T2/Tx to be equal to 1.04 (as in the tests of 
McCormick et al.), with n = 1, gives 

L 2 /L , = 1.16 (3) 

in other words, a 16 percent increase in the length to transition 
of the laminar separated layer. Thus, the greater length of the 

By D. C. McCormick, R. C. Lessmann, and F. L. Test, published in the May 
1984 issue of the JOURNAL OF HEAT TRANSFER, Vol. 106, No. 2, pp. 276-283. 

Graduate Student, Dept. of Mechanical and Aerospace Engineering, Univer­
sity of Delaware; Student Member ASME 

constant pressure region in the results of McCormick et al. 
could well be because of the nonadiabatic wall conditions of 
their model, and not entirely an Aspect Ratio effect. 
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Authors' Closure 

The authors assume that the discussion primarily refers to 
Fig. 8 of the paper about which the paper states, "The scaled 
pressure data . . . show the constant pressure region varies 
from 60 percent of the reattachment length . . . to about 45 
percent." The paper implies this could be due to aspect ratio 
but the discussion says it might be due to nonadiabatic wall 
effects. 

Some of the points in Fig. 8 come from [2] of the paper and 
the original data behind this reference include pressure 
coefficients for heated and unheated cases at zero degree 
angle of attack. The plot from [2] in Fig. 8 is for the unheated 
case. If the data for the heated case (absolute temperature 
ratio = 1.04) were plotted in Fig. 8, the constant pressure 
region might be slightly longer than for the unheated case but 
not beyond possible experimental error. 

The lengthening of the constant pressure region due to 
nonadiabatic wall effects depends on a statement in the 
discussion: "The length of the constant pressure region in the 
separated zone corresponds to the length to transition of the 
laminar separated layer." The discussor makes no attempt to 
support this statement. 

The length of the constant pressure region may be a func­
tion of many things and the discussor is correct in pointing 
out that one of the things might be nonadiabatic wall effects. 
However, the evidence at this point does not appear to be 
conclusive. 

Local Heat Transfer Downstream of an Abrupt Expan­
sion in a Circular Channel With Constant Wall Heat 
Flux1 

J. K. Eaton.2 Professor Baughn and his co-workers have 
presented a very interesting and useful set of heat transfer 
measurements for the axisymmetric sudden expansion flow. 
Their unique measurement technique has revealed the 
presence of a local minimum in the heat transfer coefficient 
occurring about 1 step height downstream of the expansion. 
They noted that the Nusselt number at this point is still greater 
than the fully developed value and attributed the augmenta­
tion to a high level of turbulent transport. 

'By J. W. Baughn, M. A. Hoffman, R. K. Takahashi, and B. E. Launder, 
published in the November 1984 issue of ASME JOURNAL OF HEAT TRANSFER, 
Vol. 106, No. 4, pp. 789-796. 

Assistant Professor, Department of Mechanical Engineering, Stanford 
University, Stanford, CA 94305, Assoc. Mem. ASME. 

Journal of Heat Transfer AUGUST 1985, Vol. 107/739 

Downloaded 18 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



the temperature of the plate was not uniform in the 
longitudinal direction, it was fairly uniform in the transverse 
direction because of the use of two guard heaters. Two 
thermocouples were used to measure the transverse tem­
perature differences at two cross sections of the plate as 
described in the author's paper. The transverse temperature 
differences were less than 2°C for most of the tests. 

The experiment described by Smith and Haines is per­
formed by differential heating of a wind tunnel floor, and it 
appears to differ from the case of a Blasius flow calculated by 
Wu and Cheng. Therefore, it is not unexpected that the results 
of Smith and Haines differ from mine and those of Gilpin et 
al. 

Heat Transfer to Separated Flow Regions From a 
Rectangular Prism in a Cross Stream1 

G. Rajen.2 In a comprehensive and well-documented 
paper, McCormick, Lessmann, and Test have presented some 
interesting experimental results for the heat transfer to 
separated flow regions from a rectangular prism in a cross 
stream. In their work, they attempt to collapse pressure 
distributions and heat transfer in separated regions for 
various bodies onto universal curves. 

The constant pressure region in the results of McCormick et 
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other cases [17, 18,19] it is about 45 percent. 

McCormick et al. explain this as an Aspect Ratio effect. 
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reattachment, the laminar separated layer undergoes tran­
sition to turbulence and then reattaches. The length of the 
constant pressure region in the separated zone corresponds to 
the length to transition of the laminar separated layer; this 
length to transition is easily affected by nonadiabatic wall 
conditions. 

The pressure distributions in [17, 18, 19] were for bodies 
which were at the temperature of the free stream. The body 
used in the tests of McCormick et al. had a wall-to-free stream 
absolute temperature ratio of 1.04. 

As has been shown by Macha and Shafa [20], in tests on a 
heated cylinder, nonadiabatic wall conditions can 
significantly affect separated regions. A theory proposed by 
Demetriades et al. [21] to predict the length to transition of a 
laminar separated layer takes into account a possible tem­
perature difference between the dividing stream line and the 
free stream. This theory is very effective in explaining the 
results of Macha and Shafa [20], as shown by Rajen [22]. 

If L, is the length to transition of a laminar separated layer 
with the wall at the temperature of the free stream Tx, and if 
L2 is the length to transition for a wall temperature T2 

(different from 7",), the theory of Demetriades et al. gives 

L2/L,=(T2/Tx)*" + » (2) 

where n is the exponent in the temperature viscosity law. 
Assuming the ratio T2/Tx to be equal to 1.04 (as in the tests of 
McCormick et al.), with n = 1, gives 

L 2 /L , = 1.16 (3) 

in other words, a 16 percent increase in the length to transition 
of the laminar separated layer. Thus, the greater length of the 

By D. C. McCormick, R. C. Lessmann, and F. L. Test, published in the May 
1984 issue of the JOURNAL OF HEAT TRANSFER, Vol. 106, No. 2, pp. 276-283. 

Graduate Student, Dept. of Mechanical and Aerospace Engineering, Univer­
sity of Delaware; Student Member ASME 

constant pressure region in the results of McCormick et al. 
could well be because of the nonadiabatic wall conditions of 
their model, and not entirely an Aspect Ratio effect. 
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percent." The paper implies this could be due to aspect ratio 
but the discussion says it might be due to nonadiabatic wall 
effects. 

Some of the points in Fig. 8 come from [2] of the paper and 
the original data behind this reference include pressure 
coefficients for heated and unheated cases at zero degree 
angle of attack. The plot from [2] in Fig. 8 is for the unheated 
case. If the data for the heated case (absolute temperature 
ratio = 1.04) were plotted in Fig. 8, the constant pressure 
region might be slightly longer than for the unheated case but 
not beyond possible experimental error. 

The lengthening of the constant pressure region due to 
nonadiabatic wall effects depends on a statement in the 
discussion: "The length of the constant pressure region in the 
separated zone corresponds to the length to transition of the 
laminar separated layer." The discussor makes no attempt to 
support this statement. 
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tion of many things and the discussor is correct in pointing 
out that one of the things might be nonadiabatic wall effects. 
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